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In our “post-truth” era, misinformation spreads not only because people believe falsehoods, but also because
people sometimes give dishonesty a moral pass. The present research examines how the moral judgments
that people form about dishonesty depend not only on what they know to be true, but also on what they
imagine might become true. In six studies (N = 3,607), people judged a falsehood as less unethical to tell in
the present when we randomly assigned them to entertain prefactual thoughts about how it might become
true in the future. This effect emerged with participants from 59 nations judging falsehoods about consumer
products, professional skills, and controversial political issues—and the effect was particularly pronounced
when participants were inclined to accept that the falsehood might become true. Moreover, thinking
prefactually about how a falsehood might become true made people more inclined to share the falsehood on
social media. We theorized that, even when people recognize a falsehood as factually incorrect, these
prefactual thoughts reduce how unethical the falsehood seems by making the broader meaning that the
statement communicates, its gist, seem truer. Mediational evidence was consistent with this theorizing. We
argue that prefactual thinking offers people a degree of freedom they can use to excuse lies, and we discuss
implications for theories of mental simulation and moral judgment.
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Theranos founder Elizabeth Holmes raised over $700 million for
her company based on a lie. The technology that she claimed could
run hundreds of medical tests with only a drop or two of blood never
existed (Carreyrou, 2018). Yet, Holmes may have felt certain that it
would exist eventually if she kept trying. Entrepreneurship, she said,
requires the attitude, “We will fail over a thousand times till we get
this thing to work, but we will get it on the 1001st time” (Parloff,
2014). The possibility that her technology might exist in the future
does not make her lie that it currently exists any truer. Yet, one
wonders whether reflecting on this possibility helped Holmes and
others perceive the lie as less unethical.
Leaders and organizations frequently make claims that are ver-

ifiably false in the present, but that could conceivably become true in
the future—at least with a bit of imagination. Consider Donald
Trump’s false statement that coronavirus disease (COVID-19)
testing was available to all Americans in March of 2020 (Trump,
2020). Despite learning that this claim was false, some Americans
might have imagined that if the government’s response to the
coronavirus crisis is executed successfully, then COVID-19 testing
will eventually become universally available.
The present research examines whether imagining how a false-

hood might become true in the future leads people to judge it as less
unethical to tell in the present. In other words, we examine how

moral judgments are shaped by prefactual thinking (Epstude et al.,
2016). We propose that when people imagine how a falsehood
might become true, they perceive the falsehood’s broader
meaning—its gist—as truer, even though they recognize that its
specific details are factually inaccurate. For example, a person might
recognize that Trump’s specific claim about the availability of
COVID-19 tests is false, but—after imagining how this claim might
become true in the future—perceive the claim’s broader meaning as
more truthful (e.g., the government is making progress in the fight
against COVID-19). As a result, they may think the falsehood
deserves less moral condemnation.

These moral judgments of misinformation are important. The
more morally acceptable people think it is to tell a particular
falsehood, the less accountable they will hold the people who tell
it, and the more inclined they will be to spread the falsehood
themselves (Effron, 2018; Effron & Raj, 2020). More broadly,
commentators worry that letting people off the hook for dishonesty
contributes to a “post-truth” era that undermines trust in society and
institutions (Keyes, 2004; The Economist, 2016).

Because nobody knows what will come to pass, people have the
flexibility to imagine the future as they like. Thus, prefactual thinking
is ripe for motivated reasoning. We suggest that when people want
to imagine that a falsehood might become true—because this
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prediction fits with their preexisting motivations and beliefs—then
prefactual thinking will have a greater effect on reducing their
condemnation of the falsehood now. For example, when Trump
made false claims about the wide availability of COVID-19 tests, the
potential for these tests to become widely available in the future fit
with his supporters’ preexisting belief that he was successfully
managing the pandemic, rather than his opponents’ preexisting belief
that he was not. Thus, Trump’s supporters would more easily
imagine a prefactual world in which Trump successfully makes
COVID-19 tests available to all than would his opponents. In that
case, imagining the future would reduce how much Trump’s sup-
porters condemned his falsehood, but have a smaller effect on
condemnation from opponents.
In summary, we propose that imagining how a falsehood might

become true in the future makes the broader meaning the falsehood
conveys seem more truthful, and therefore the falsehood seem less
unethical to tell. Moreover, we propose that this effect will be more
pronounced when the prefactual fits, rather than conflicts, with
individuals’motivations and beliefs because individuals more easily
imagine how the falsehood might become true.
We aim to make three main theoretical contributions. First,

whereas prior theorizing emphasizes that prefactual thinking is
adaptive because it helps us plan for the future (Bagozzi et al.,
2004; Epstude et al., 2016; Hammell & Chan, 2016), we reveal that
prefactual thinking has a dark side in that it encourages us to excuse
dishonesty in the present. Second, our findings demonstrate that
people judge the morality of falsehoods based not only on the facts
they know (Levine & Schweitzer, 2014), but also on the scenarios
they can imagine. In so doing, our research offers a new perspective
on how moral judgment depends on mental simulation—“the act of
imagination and the generation of alternative realities” (Markman et al.,
2012, p. vii). Third, we contribute to research on moral flexibility—a
tendency to apply moral standards inconsistently to reach desired
conclusions (Bartels, 2008; Bartels et al., 2015; Gino, 2016; Gino &
Ariely, 2012; Uhlmann et al., 2009). We argue that people’s
freedom to imagine the future as they want helps them to excuse
lies that fit with their partisan beliefs. In this way, mental simulation
facilitates moral flexibility.
The next sections develop our hypotheses by drawing on theorizing

about moral judgments, prefactual thinking, and the distinction
between recognizing a statement is verbatim false and perceiving
its gist is true. We also link our theorizing to prior work on how
counterfactual thinking about the past affects moral judgments. We
then test our predictions across six experiments in the context of
falsehoods about products, professional skills, and politics.

People Judge a Falsehood’s Morality Based on the
Truthfulness of Its Gist

Scholars have long argued that it is unethical to tell falsehoods
(Aquinas, 1273; Harris, 2013; Kant, 1787; St. Augustine, 421).
From as young as 4 years old, we recognize and condemn lies
(Wimmer et al., 1984). Moreover, individuals and groups will incur
significant costs to punish dishonesty (Boles et al., 2000; Brandts &
Charness, 2003; Keck, 2014; Ohtsubo et al., 2010).
Yet, people do not judge all falsehoods as equally wrong (Effron

& Raj, 2020; Levine & Schweitzer, 2014; Rogers et al., 2017;
Schweitzer & Hsee, 2002). For example, people are more willing to
excuse lies that are told with benevolent intentions; people

sometimes even judge benevolent lies as more ethical than truths
(Levine & Schweitzer, 2014). Moreover, people feel less compunc-
tion about lying by omission rather than commission (Levine et al.,
2018). Thus, just because people recognize a falsehood as such does
not mean they will harshly condemn it.

We propose that when deciding how harshly to condemn a
falsehood, people also consider the truthfulness of its gist—the
broader meaning that the statement communicates (Abadie et al.,
2013, 2017, 2021; Brainerd & Reyna, 1990; Fukukura et al., 2013;
Reyna & Brainerd, 1991; Stahl & Klauer, 2008). We adopt the term
gist from cognitive psychology, where it is used to describe the
“essence of information” or “fundamental meaning” in a statement
(Reyna, 2020). A statement’s gist is often contrasted with its
verbatim details—the exact words or numbers the statement com-
municates (Abadie & Camos, 2019; Abadie et al., 2017; Reyna,
2020; Reyna & Brainerd, 1995). For example, in the claim, “Eating
yogurt reduces the risk of catching the common cold by 30%,” the
verbatim details include the words “common cold” and the figure
“30%,”while the gist is the broad idea that “Yogurt is healthy.” Past
research suggests that even when people know the verbatim details
of a statement, they rely on gist representations—often more than
verbatim details—when making decisions (Reyna, 2004, 2012).

Whereas prior research in cognitive psychology has examined
how memory for gist explains patterns of memory retention, false
memory, and complex decision-making (Abadie et al., 2013, 2017;
Adolphs et al., 2005; Bookbinder & Brainerd, 2017; Brainerd &
Gordon, 1994; Brainerd & Reyna, 2002; Friedman, 1979; Fukukura
et al., 2013; Reyna, 2012; Stahl & Klauer, 2008), we introduce the
gist construct to the moral judgment literature to examine how
perceptions of the gist’s truthfulness explain why people think a
falsehood is less unethical when they imagine how the falsehood
might become true. Whereas perceptions of verbatim truthfulness
reflect people’s views of the precise and literal meaning of a
statement, perceptions of gist truthfulness reflect people’s views
about the broader meaning that a statement conveys. Most research
on moral judgments of falsehoods has focused on statements that are
both verbatim false and convey a clearly false gist (e.g., Levine &
Schweitzer, 2014; Schweitzer et al., 2006; Tyler et al., 2006). Yet,
perceptions of verbatim truthfulness and gist truthfulness may
diverge. People may perceive that a statement that is literally true
conveys a false broader meaning (Rogers et al., 2017). Consider Bill
Clinton’s claim that “there is not a sexual relationship” between
himself and Monica Lewinsky (Lehrer, 1998). Although his state-
ment was literally true—he and Lewinsky were not currently having
a sexual relationship at the time Clinton spoke—many people
nonetheless perceived that it conveyed a false message, namely
that there had never been such a relationship. People are quick to
condemn such “palters,” although these statements are verbatim
truthful, because they communicate a false gist (Rogers et al., 2017).

In the present research, we propose the converse—that people are
more willing to condone a verbatim false statement when they
believe the statement conveys a truthful gist. Consider Donald
Trump’s claim that “the U.S. trade deficit with China is currently
$500 billion” (Trump, 2015). Although his statement was literally
false—the trade deficit with China was estimated to be only
$336 billion at the time Trump spoke (Morrison, 2018)—people
may have perceived that it conveyed a broader meaning that is true,
namely that the U.S. trade deficit with China was large.
More generally, people may perceive that a verbatim false statement
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communicates a truthful gist. We argue that the more truthful a
statement’s gist seems, the less unethical people will think the
statement is—even if they know the statement is literally false.
Our proposition that people are more willing to condone literally

false statements when they perceive the statement’s gist as truthful fits
with theorizing on conversational norms. Conversational norms
encourage listeners to infer the gist that the speaker intends to
communicate—not just the verbatim details of the words they use
(Grice, 1975). For example, listeners are rarely bothered by idiomatic
or sarcastic statements that are literally false (e.g., “I have been
working 24 hours a day”; “What beautiful weather we are havingwith
this rain”), because they understand the speaker’s broader meaning
(Clark & Lucy, 1975; Gibbs, 1980, 1987). We propose that people
judge the ethicality of a statement not only based on the verbatim truth
of the words, but also based on how truthful they perceive the gist.
In the next section, we argue that imagining how a literally false

claim might become true in the future makes its gist seem more
truthful.

Prefactuals Make a Falsehood’s Gist Seem Truer

Prefactuals are conditional propositions about what might occur
in the future: If X occurs, then Y will occur (Epstude et al., 2016).
Research in cognitive, social, developmental, and applied psychol-
ogy has shown that the human ability to imagine different plausible
futures—that is, prefactual thinking—plays important roles in goal
pursuit, motivation, and affect regulation (Bacon et al., 2020;
Bagozzi et al., 2004; Epstude et al., 2016; Goerke et al., 2004;
Hammell & Chan, 2016; Scholl & Sassenberg, 2015). We propose,
however, that prefactual thinking can have a darker consequence:
encouraging people to excuse dishonesty. The reason, we argue, is
that imagining how a falsehood might become true in the future
makes the gist of the falsehood seem truer in the present. And as
noted, a falsehood will seem less unethical to tell if people perceive
its gist has truth to it, even if its verbatim details are false.
Why would prefactual thinking about a falsehood make its gist

seem truer? We propose that confirmation bias plays a key role.
When people consider a hypothesis, they spontaneously seek con-
firmatory evidence (Klayman & Ha, 1987; Snyder & Swann, 1978;
Trope & Liberman, 1996). Considering an event in the past leads
people to think about reasons why it “had to occur,” which creates
hindsight bias (Carli, 1999; Hawkins & Hastie, 1990; Hoffrage et
al., 2000; Louie, 2005; Roese & Vohs, 2012); exposure to a
numerical anchor in the present makes anchor-consistent informa-
tion more cognitively accessible (Chapman & Johnson, 1999; Pohl
et al., 2003; Strack &Mussweiler, 1997); and—most relevant to our
research—imagining a possible future event leads people to search
their knowledge for evidence that the event will actually occur
(Carroll, 1978; Gregory et al., 1982; Koehler, 1991; Sherman et al.,
1985). Thus, we propose that when people imagine that a falsehood
might become true in the future, they recruit evidence suggesting
that it will actually become true.
This evidence, we argue, not only makes the falsehood seem likely

to become true in the future, but also makes the gist of the falsehood
seem truer now. To illustrate this process, consider again the false-
hood, “The U.S. trade deficit with China is currently $500 billion,”
the gist of which is simply that this trade deficit is large.
Imagining the prefactual, “If Congress blocks the imposition of
tariffs on Chinese goods, then the U.S. trade deficit with China will

grow to $500 billion next year” may bring to mind evidence
consistent with that prefactual, such as, “I heard that the deficit
has recently increased,” “I see lots of ‘Made in China’ labels on
goods sold in America,” or “the U.S. and China have been in a trade
war.” This confirmatory evidence tends to not only support the
prefactual, but also support the broader meaning communicated by
the falsehood. For example, the idea that “the deficit has recently
increased” is consistent not only with the deficit growing further in
the future (the prefactual), but also with the broader message that the
deficit is currently large (the falsehood’s gist). In this way, thinking
prefactually about how the falsehood might become true in the
future will make its gist seem truer in the present.

Finally, if the falsehood’s gist seems truer, the falsehood should
feel less unethical to tell—even if people still recognize its verbatim
details as false. For example, a person might think, “I know the
deficit is not actually $500 billion, but the deficit is probably still
pretty large—so claiming that it’s $500 billion isn’t so dishonest.”A
literally false statement will seem less unethical if its gist seems true.

To summarize, we argue that imagining a prefactual in which a
falsehood might become true in the future brings to mind evidence
consistent with the prefactual. This evidence makes the falsehood’s
gist seem truer—and as a result, the falsehood seems less unethical
to tell, even though people may still recognize it as literally false.
Thus, we formulated the following hypotheses:

Hypothesis 1 (H1):Considering how a falsehood might become
true in the future will lead people to judge the falsehood as less
unethical to tell in the present.

Hypothesis 2 (H2):Considering how a falsehood might become
true in the future will lead people to judge the falsehood as less
unethical to tell in the present by making the gist of the
falsehood seem truer.

The Role of Preexisting Motivations and Beliefs

Given that people have flexibility to imagine different futures, we
expect that motivated reasoning will amplify the effect of prefactual
thinking on moral judgments of falsehoods. Specifically, prefactual
thinking should reduce condemnation of falsehoods to a greater extent
among people who are already inclined to accept that the falsehood
might become true. For example, Donald Trump’s false claim that
COVID-19 tests were available to all Americans in March, 2020
would not seem so unethical to a person who imagines how such
testing might become available in the future—particularly if that
person were a Trump supporter. Compared to Trump opponents,
Trump supporters should be more inclined to believe that Trump can
successfully roll out universal testing, making tests available to all. In
this way, people’s preexisting motivations and beliefs may amplify
the effect of prefactual thinking on moral judgments.

There are two reasons why people's preexisting motivations and
beliefs might have this amplifying effect. First, events are easier to
mentally simulate if they fit with what we already want and believe
(Tetlock, 1998; Tetlock & Henik, 2007). In past research, experts of
world politics found it easier to imagine counterfactuals that fit with
their preexisting beliefs about history (Tetlock, 1998; Tetlock &
Lebow, 2001) and religious fundamentalists found it easier to
imagine counterfactuals that did not conflict with their religious
beliefs (Tetlock et al., 2000). In contrast, when people are asked to
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imagine events that conflict with their preexisting beliefs, they often
generate counterarguments about why the imagined event could not
have occurred (Tetlock &Visser, 2000). Most relevant to the present
research, American partisans found it easier to imagine counter-
factuals about how a falsehood could have been true when that
falsehood aligned with their politics (Effron, 2018). Given the
similarities between mental simulation about the past (e.g., coun-
terfactual thinking) and the future (e.g., prefactual thinking; Kappes
& Morewedge, 2016), we similarly expect that people will find it
easier to imagine prefactuals about how a falsehood might become
true if that possibility fits with their preexisting motivations and
beliefs.
Second, the easier a prefactual is to imagine, the larger an effect it

has on judgments and decisions (Petrocelli et al., 2012; see also
Petrocelli et al., 2011). People’s judgments are disproportionately
affected by events that easily come to mind, regardless of whether
these events are real or imagined, because easily imagined events
increase the cognitive accessibility of supporting evidence (Kappes
& Morewedge, 2016; Tversky & Kahneman, 1973). Thus, just as
easily recalled past events have disproportionate effects on people’s
judgments, so too will easily imagined future events (MacInnis &
Price, 1987).
In one classic example, instructing people to imagine contracting

a disease increased how likely they thought they were to actually
contract it—but only if the disease had symptoms that were easy to
imagine (Sherman et al., 1985). More recent research has examined
ease of imagination through the perceived vividness or plausibility
of imagined events, with analogous results. For example, the more
vividly people imagined taking an action, the greater their willing-
ness to take that action in the future (Gaesser et al., 2018, 2020).
Similarly, mentally simulating an event has a larger effect on
judgments and decisions when people think the event is plausible
(Petrocelli et al., 2011, 2012). In the context of falsehoods, the more
plausible people thought it was that a falsehood could have been
true, the less unethical they thought the falsehood was to tell (Effron,
2018). Thus, we expected that the easier a prefactual is to imagine,
the larger an effect it should have on moral judgments of falsehoods.
Consistent with past theorizing, we measured ease of imagination as
participants’ ratings of the plausibility or vividness of the prefactual.
To summarize, prefactuals are easier to imagine when they fit

with a person’s motivations and beliefs, and easily imagined pre-
factuals should have a larger effect on moral judgments. Therefore,
we hypothesized:

Hypothesis 3 (H3): Considering a prefactual about how a
falsehood might become true will have a greater effect on
reducing condemnation of the falsehood when that prefactual
fits with their preexisting motivations and beliefs.

Advancing Theory on Mental Simulation and
Moral Judgment

By investigating how prefactual thinking affects moral judgments
of falsehoods, we build on research on counterfactual thinking—
thoughts of “what might have been” (e.g., Roese, 1997). Like
prefactuals, counterfactuals are a form of mental simulation in
that they involve imagining alternatives to reality. But whereas
prefactuals are simulations of how an event might occur in the

future, counterfactuals are simulations of how it could have occurred
in the past.

Several studies speak to the important role counterfactual think-
ing plays in moral judgments (see Byrne, 2017). People let them-
selves off the hook when they imagine bad deeds they could have
done but chose not to do (Effron et al., 2012, 2013). They judge
another person’s character not only based on the lies he told, but also
based on the lies they imagine hewould have told if given the chance
(Miller et al., 2005). And they are less inclined to punish someone
for wrongdoing if they imagine the wrongdoing “could have been
worse” (Markman et al., 2008).

Most relevant to the present research, prior work shows that lies
seem more morally permissible when it is easy to imagine that they
could have been true if past circumstances had been different. For
example, Donald Trump’s supporters thought it was less unethical to
falsely claim that his 2016 inauguration crowd was larger than
Barack Obama’s in 2008 when they considered the counterfactual
Donald Trump’s inauguration would have been bigger if the
weather had been nicer (Effron, 2018). Individuals who exhibit a
greater tendency to spontaneously generate counterfactual thoughts
also exhibit a greater propensity to tell falsehoods (Briazu et al.,
2017). Moreover, people are more likely to lie about the roll of a
die if they have previously observed—or merely imagined—the
winning roll (Lelieveld et al., 2016; Shalvi et al., 2011; Shalvi &
Leiser, 2013). Apparently, imagining a counterfactual about how a
falsehood could have been true makes it seem more justified (Shalvi
et al., 2011).

We aim to advance this prior work in two key ways. First, we
argue that it is not counterfactual thinking per se, but mental
simulation more broadly, that increases people’s inclination to
excuse falsehoods. Regardless of whether the mental simulation
involves undoing the past or predicting the future, the mere act of
imagining a falsehood being true should bring to mind information
consistent with the gist of the falsehood. Thus, our research on
prefactual thinking and morality expands the scope of prior theo-
rizing about counterfactual thinking and morality.

Second, we theorize and test why mentally simulating a falsehood
increases people’s inclination to excuse it. As noted, prior research
shows that counterfactual thinking makes falsehoods seem more
justifiable or less unethical (e.g., Effron, 2018; Shalvi et al., 2011).
However, previous research has not examined why counterfactual
thinking has this effect. We suggest that mentally simulating a
falsehood brings to mind evidence that makes the gist—or broader
meaning communicated by the falsehood—seem truer. And, even if
a statement is literally false, it will not seem so unethical to tell if its
gist has some truth. Our studies test whether prefactuals increase
beliefs in a statement’s gist, which in turn predict moral judgments.

The Present Research

Six studies (four preregistered) tested our hypotheses.We showed
participants a variety of statements, clearly identified as false, and
manipulated whether participants reflected on prefactuals about how
the falsehoods might become true in the future. In some studies,
participants considered prewritten prefactuals; in other studies, they
wrote their own. Our central prediction was that participants would
rate the falsehoods as less unethical to tell if they had reflected
prefactually on how the falsehoods might become true in the
future (H1).
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Study 1 sought to establish this basic effect with moral judgments
of false advertisements about consumer products. Study 2 aimed to
replicate the effect with moral judgments of professionals’ lies on
resumes, and to test whether perceptions of the falsehood’s gist
truthfulness mediated this effect (H2).
To test our prediction that the effect would be stronger when the

prefactuals fit with participants’ preexisting motivations and beliefs
(H3), Studies 3–6 asked political partisans to judge falsehoods that
either Democrats or Republicans would be more inclined to accept
might become true. We expected that imagining how these false-
hoods might become true would have a stronger effect on judgments
of falsehoods when the prefactuals fit with participants’ politics, and
a weaker effect when the prefactuals conflicted with participants’
politics. Studies 4 and 5 also tested a potential downstream conse-
quence of judging falsehoods as less unethical—increased willing-
ness to promote the falsehoods oneself on social media. Finally,
Studies 5 and 6 provided further evidence for the hypothesized role
of gist judgments (H2).

Open Practices

We preregistered Studies 1, 4, 5, and 6. Preregistration docu-
ments, stimulus materials, data, and code are posted on the Open
Science Framework (OSF; https://osf.io/p3y8r/).1

Study 1

Study 1 tested whether prefactual thinking could make
falsehoods seem less unethical (H1). Participants judged a series
of falsehoods, adapted from actual false advertisements about
household products. By random assignment, half the participants
considered a prefactual about how each falsehood might become
true in the future. Then, all participants indicated how unethical they
found each falsehood.

Method

Study 1 had a two-cell, between-participants design. We pre-
registered the study at https://aspredicted.org/pf8cg.pdf

Participants

Participants were 276 residents of a large U.K. city who were
enrolled in a behavioral lab’s subject pool, and who signed up to
complete an hour-long series of studies frommultiple researchers, in
which Study 1 was embedded. Based on the size of the participant
pool and budgetary considerations, the lab-standard practice for
these sessions is to aim for 250 participants, posting more timeslots
to guard against no-shows. We received responses from 276 people
(168 women, 104 men, 1 nonbinary, 3 did not report; Mage = 32,
SD = 13) and did not exclude any observations in our analyses. Of
the 276 participants, 23 identified as Black, 29 as East Asian, 5 as
Middle Eastern, 67 as South Asian, 120 asWhite, 29 as “Other,” and
3 chose not to report their ethnicity.

Statistical Power

A sensitivity analysis showed that the smallest effect size this
sample size could detect with >80% power, two-tailed α = .05, and
the study’s eight repeated measures was d = .22, according to the

PANGEA web app (see https://jakewestfall.shinyapps.io/pangea/
and Westfall, 2016). This effect size approximates the average
effect of counterfactual thinking on moral judgments across several
studies with similar paradigms (i.e., d = .18; Effron, 2018). We
conclude that Study 1 was adequately powered to detect an effect
size we could reasonably expect in this paradigm. (Study 1’s actual
statistical power was somewhat higher than 80% because PANGEA
did not allow us to specify that we had preregistered a one-tailed test
of our directional hypothesis).

Materials

The stimuli were eight falsehoods about household products (e.g.,
“Gerber’s good start formula prevents allergies in children”). We
created the falsehoods based on false claims actually used in
advertising these products (see Appendix A). For each falsehood,
we wrote a fact that contradicted the falsehood (e.g., “Gerber’s good
start formula does NOT prevent allergies in children”) and a
prefactual statement about how the falsehood might become true
in the future (e.g., “If Gerber develops its good start formula, then it
will prevent allergies in children;” see Appendix A for complete
materials).

Procedure and Measures

Participants sat at private computer cubicles in a large lab room.
The studies in the session were presented in random orders. First, all
participants read a fact about one of the household products (“It has
been shown that : : : ”). Then, participants randomly assigned to the
prefactual conditionwere shown a prefactual about how a falsehood
contradicting that fact might become true in the future.We described
the prefactual as a “prediction.” To encourage engagement with the
manipulation and to communicate that whether the falsehood would
or would not become true was uncertain, participants rated the
likelihood of that the prediction (1 = Not at all likely to 11 =
Extremely likely). Participants in the control condition neither saw
nor judged a prefactual.

Next, for the dependent measure, participants responded to a
three-item measure of their perceptions that the falsehood was
unethical. Participants reported how dishonest, unethical, and
acceptable (reverse-coded) it would be to make the false claim
by moving a slider initially appearing at the scale midpoint to select
a response from 0 (Not at all) to 100 (Extremely; α > .71 for each
falsehood). We predicted lower ratings on this measure in the
prefactual condition than in the control condition.

Participants repeated this procedure for all eight falsehoods,
presented in randomized orders. Then they responded to a fact-
check measure to test that they acknowledged that the falsehoods
were indeed false. Specifically, for each product, we showed
participants either the fact or the falsehood they had seen earlier,
and participants had to categorize it as true or false. (Three state-
ments were facts; five were falsehoods.) The purpose of this measure
was to ensure that participants believed the facts we presented and to
rule out the possibility that prefactuals could lead people to forget
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1 The Research Ethics Committee overseeing this work withheld permis-
sion to post Study 2’s data because we did not explicitly obtain participants’
consent to post it. However, Study 2’s data are available from the corre-
sponding author upon request.
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that the falsehoods were indeed false (cf. Gerlach et al., 2014;
Petrocelli & Crysel, 2009). Thus, we expected that our main results
would be robust after excluding responses to items on which
participants did not correctly identify fact from falsehood.
At the end of the study session, participants provided basic

demographics.

Results

We had strong directional predictions so we preregistered one-
tailed significance tests to increase statistical power (Cho &
Abe, 2013).

Unethicality of Telling the Falsehoods

On average, across conditions, participants thought it was mod-
erately unethical to tell the falsehoods (M = 72.54 on a 100-point
scale, SD = 19.92). More importantly, we observed a condition
difference that supported H1. Participants who considered prefac-
tuals about how the falsehoods might become true in the future
thought they were less unethical to tell (M= 70.45, SD= 19.00) than
participants in the control condition (M = 74.66, SD = 20.66). This
mean difference was significant in a mixed-effect regression model,
with condition as a fixed effect (1= prefactual condition, 0= control
condition), random effects for participants, item fixed effects, and a
preregistered one-tailed test of our directional prediction, d=−0.21,
z = −1.78, p = .038. This mixed-effect model accounts for the fact
that each participant judged eight falsehoods.

Fact-Check

We predicted that the prefactual manipulation would lead people
to rate falsehoods as less unethical despite knowing that they were
false. Our fact-check measure showed that people correctly differ-
entiated fact from falsehood 88% of the time, and this percentage
was not statistically distinguishable between prefactual (88.86%)
and control (87.32%) conditions, b = 0.22, z = 0.67, p = .502, in a
mixed logistic regression analysis with random intercepts for parti-
cipants (this test was not preregistered, so the p value is two-tailed).
Moreover, as a preregistered robustness check we repeated our prior
analyses retaining only responses to the dependent measure that
corresponded correctly to our fact-checks. Indicating our previous
results were robust, the effect of prefactual thinking remained
significant and in the same direction, b = −3.97, z = −1.69, p =
.045. In addition, the prefactual effect remained significant when we
retained all data but statistically controlled for the fact-check
measure, b = −4.33, z = −1.88, p = .030. Thus, we found no
evidence that prefactual thinking reduced the moral condemnation
of falsehoods simply by convincing people the falsehoods were true.

Discussion

Participants in Study 1 thought it was less unethical to tell
falsehoods about consumer products when they imagined how these
falsehoods might become true (H1). Our fact-check measure sug-
gested that such prefactual thinking did not lead people to confuse
fact and fiction; instead, it made them express milder condemnation
of falsehoods they knew were factually inaccurate. Although Study
1 did not assess why this effect occurred, we posit that thinking

about how the falsehood might become true reduces the condem-
nation it receives because it leads people to perceive the falsehood’s
gist as truer, even though its factual claims are literally false (H2).
Study 2 tested this mechanism and assessed generalizability to a new
context (lying on a resume) and a new population (international
MBA students).

Study 2

Study 2 recruited a sample of MBA students, who were current or
soon-to-be job seekers, to examine whether prefactual thinking
could make it seem less unethical to make false claims on one’s
resume (H1). Moreover, we examined whether this effect was
mediated by participants’ perceptions that the gist of the falsehood
was true (H2).

Method

Study 2 had a two-cell, between-participants design.

Participants

We invited all the MBA students in a required organizational
behavior course at a U.K. business school to complete Study 2
online as part of a class survey. We could not analyze the data from
16 participants because they did not consent, and we dropped 14
responses because they were from participants who had previously
submitted a response. The resulting sample was 447 students from
59 different countries (271 men, 163 women, 1 nonbinary, 12
unknown gender).

Statistical Power

A sensitivity analysis with the PANGEA app showed that, with
447 participants, two repeated measures, and two-tailed α = .05,
Study 2 offered approximately 80% power to detect an effect size of
d = .2.

Procedure

Participants read two fictional scenarios about a friend who made
a false claim on his resume (e.g., “Imagine you see that a friend in
your stream lists financial modelling as a skill on his resume despite
the fact that he has no experience with financial modelling.”).
Participants randomly assigned to the prefactual condition then
considered a prefactual statement about how the false claim might
become true in the future (e.g., “Now, consider that if the same
friend enrolls in a financial modeling course that the school offers in
the summer, then he could develop experience with financial
modelling.”). We include emphasis on the “if” and “could” portions
of the prediction to highlight that it was not certain that the
prefactual would indeed occur in the future. Participants randomly
assigned to the control conditionwere not shown a prefactual. Then,
participants completed the measures described below and repeated
the procedure for a second scenario about a different friend who
made a different false claim on his resume (i.e., “lists ‘data visuali-
zation’ as a skill on his resume despite the fact that he has no
experience with data visualization.”). Participants were in the same
condition for both scenarios, and we randomized the order of the
scenarios.
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Measures

Dependent Measure: Unethicality of Telling the False-
hood. Participants indicated how unethical the relevant falsehood
was, using the same three-item scale from Study 1 (α > .72 for each
vignette).
Mechanism: Gist Truthfulness. Participants used four items

to rate how true they perceived the gist of the falsehood: “Regardless
of whether your friend’s claim that he is skilled in financial
modelling [data visualization] is literally true, how much do you
agree or disagree that : : : ” (a) “The larger point is correct.” (b) “The
gist of it is true.” (c) “It is true in spirit.” and (d) “The general idea is
accurate.” (The bracketed text varied by vignette.) Participants
indicated their agreement with each statement from −3 (Strongly
disagree) to +3 (Strongly agree; α > .96 in each vignette).

Results

Unethicality of Telling the Falsehood

Across conditions, participants believed it was moderately uneth-
ical to tell the falsehoods (M = 64.54 on a 100-point scale, SD =
19.08). Replicating the results from Study 1 and supporting H1,
participants thought the falsehoods were less unethical when they
imagined how the falsehood might become true in the future
(prefactual condition: M = 62.40, SD = 19.75) than when they
did not (control condition:M = 66.99, SD = 18.03). This difference
was significant in a mixed-effect regression model, with item and
condition as fixed effects (1 = prefactual condition, 0 = control
condition), and random intercepts for participants, d = −0.24, z =
−2.52, p= .012. Although we had a directional prediction, we report
a two-tailed significance test because Study 2 was not preregistered.

Mediation Through Gist Truthfulness

We predicted that considering a prefactual statement about how
the falsehood might become true in the future would lead people to
judge it as less unethical to tell by making the falsehood’s broader
meaning—its gist—seem truer (H2). Consistent with this hypothe-
sis, our prefactual manipulation had a significant negative indirect
effect on unethicality judgments through gist ratings, b = −2.57,
95% CI [−4.72, −0.43]; see Figure 1. When we included gist
truthfulness in the model predicting unethicality judgments, the
direct effect of the prefactual condition was not significant, b =
−2.07, 95% CI [−4.76, 0.63]. We conducted this analysis as a

generalized structural equation model with prefactual condition as
the independent variable (1 = prefactual, 0 = control), gist as the
mediator, and perceptions of unethicality as the dependent variable,
plus random effects for participants and fixed effects for item to
account for the data’s multilevel structure.We computed the indirect
effect by multiplying the a- and b-paths together (i.e., using the gsem
and nlcom functions in Stata).

Discussion

Conceptually replicating Study 1’s results, Study 2 found that
lying on a resume seemed less unethical to MBA students when they
imagined how the lie might become true in the future (H1).
Furthermore, consistent with our theorizing about mechanism
(H2), such imagination made the lies’ gist seems truer, which in
turn predicted more lenient moral judgments.

Study 3

Studies 1 and 2 provide evidence that considering a prefactual
about how a falsehood might become true leads people to judge the
falsehood as less unethical to tell in the context of false advertise-
ments and claims about professional skills. In Study 3, we examine
whether prefactual thinking reduces condemnation of falsehoods in
the context of American politics. One possibility is that partisan
effects onmoral judgments are so large in this context that prefactual
thinking will have little effect (Anduiza et al., 2013; Carlson, 2015;
Mueller & Skitka, 2018). In contrast, we propose that political
partisanship will amplify the effect of prefactual thinking on moral
judgments. Specifically, we propose that the effect of prefactual
thinking on condemnation of falsehoods will be larger when the
possibility that the falsehood might become true is consistent with
what people want to believe (H3). Moreover, we test our theorizing
that this moderation effect occurs because prefactuals that are
consistent with what people want to believe are easier to imagine.
In Study 3, we operationalized ease of imagination as judgments of
the prefactual’s plausibility; people who find a prefactual easy to
imagine should rate it as more plausible (Effron, 2018; Petrocelli
et al., 2012).

Method

The study’s design was a mixed 2 (condition: prefactual vs.
control; between-subjects) × 2 (partisan fit of “it might becomeT
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Figure 1
Indirect Effect of Prefactual Condition on Unethicality Judgments Through Gist in
Study 2

Prefactual (1) vs. 
Control (0) condition

Perceived truth of 
the falsehood’s gist

Perceived unethicality 
of the falsehood

0.31 (0.13)** -8.38 (0.33)***

Direct effect: -2.07 (1.38)

Note. Indirect effect: b = −2.58, 95% CI [−4.72, −0.43]. Unstandardized coefficients shown.
Model includes item fixed effects and participant random effects.
**p < .01. ***p < .001.
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true”: fits vs. conflicts with participants’ political beliefs; within-
subjects) factorial design with six repeated measures.

Participants

We posted spots for 800 American participants on Amazon
Mechanical Turk (MTurk), and 889 participants began the study.
Participants could not begin the study if they failed a simple reading-
comprehension question.We dropped data submitted from duplicate
MTurk worker IDs, IP addresses, or geolocations (evidence of
fraudulent data; Dennis et al., 2019; Kennedy et al., 2020). We
determined these exclusion criteria before testing any of our hypoth-
eses. The resulting sample was 735 participants (322 men,
375 women, 38 missing gender data; Mage = 41, SDage = 13). Of
these participants, 706 reported that they considered themselves or
leaned Democrat or Republican so were included in our analyses of
political fit: 409 individuals reported that they considered them-
selves or leaned Democrat, 297 individuals reported that they
considered themselves or leaned Republican. Another 29 indivi-
duals reported they did not lean toward either party.

Statistical Power

A sensitivity analysis with the PANGEA app showed that, with
735 participants, six repeated measures, and two tailed α = .05,
Study 3 provided>99% power to detect an effect size of d= .2 of the
prefactual manipulation.

Materials

The stimuli were six falsehoods that focused on controversial
issues in contemporary American politics (e.g., gun control; immi-
gration; inequality). The falsehoods were based on actual false
claims made by politicians and the media (e.g., “The average top
CEO currently makes 500 times more money than the average
American worker.”). For each falsehood, we selected a verified fact
that clearly identified the falsehood as untrue (e.g., “It’s a proven
fact that in 2017, the average top CEO made 265 times more money
than the average American worker”) and we wrote a prefactual
statement in which the falsehood might become true in the future
(e.g., “If the Trump administration keeps making pro-corporate
decisions, then the average top CEO will soon make 500 times
more than the average worker;” see Appendix B for all stimuli). Of
the six falsehood–prefactual pairs, three fit with political stances
associated with Republicans, such that Republicans would be more
inclined to accept that the falsehood might become true, and three fit
with political stances associated with Democrats, such that Demo-
crats would be more inclined to accept that the falsehood might
become true.

Procedure

Before beginning the study, participants responded to a compre-
hension check question to promote data quality. Participants saw a
list of words (car, clock, dog, rock, stove, guitar, shoe, and painting)
and selected the word describing something used to cook. We
prevented participants from beginning the study if they failed to
select the word “stove.”
At the beginning of the study, participants reported their political

affiliation: Democrat, Republican, Independent, or None of the

above. Participants who responded Independent or None of the
above next reported whether they leaned Democrat, Republican, or
toward neither party. We categorized participants as Democrats or
Republicans if they self-identified as—or leaned toward—one of
these parties.2

Next, participants viewed the fact about one of the political issues
(e.g., “It’s a proven fact that in 2017, the average top CEO made
265 times more money than the average American worker.”).
Participants randomly assigned to the prefactual condition then
considered a prefactual statement about how a falsehood that
contradicted the fact might become true in the future (e.g. “If the
Trump administration keeps making pro-corporate decisions, then
the average top CEO will soon make 500 times more than the
average worker”) and rated how much they accepted this prefactual
(see below). Participants in the control condition did not see a
prefactual. Next, for the dependent measure, all participants rated
how unethical it would be to tell a falsehood that contradicted the
fact (e.g. “The average top CEO currently makes 500 times more
money than the average American worker.”).

Participants repeated this procedure for all six falsehoods, pre-
sented in randomized orders. At the end of the study, participants
responded to a fact-check measure to see if they recalled that the
falsehoods were indeed false (see below). Then, participants pro-
vided demographic information.

Measures

Dependent Measure: Unethicality of Telling the False-
hood. Participants rated the unethicality of telling each falsehood
on a six-item scale (Effron, 2018). Specifically, they moved a slider
to indicate how dishonest, justified (reverse-coded), unethical,
acceptable (reverse-coded), and problematic it would be to make
the false statement, and how much of a lie they considered the
statement to be (α > .93 for each falsehood; 0 = Not at all, 100 =
Extremely). The slider initially appeared at the scale midpoint.

Ease of Imagining the Prefactual: Prefactual Potency. Re-
call that the prefactuals were all conditional statements about how if
an event occurs then the falsehood will become true. For each
prefactual, participants in the prefactual condition made two plau-
sibility judgments: the likelihood that (a) the if and (b) the then
components of the prefactual would come true (from 1 = Not at all
likely to 11 = Extremely likely). For example, for the prefactual, “If
the Trump administration keeps making pro-corporate decisions,
then the average top CEO will soon make 500 times more than the
average worker,” participants were asked, “What do you perceive is
the likelihood that the Trump administration will keep making pro-
corporate decisions?” (if-likelihood) and “Suppose that the Trump
administration keeps making pro-corporate decisions. Given that,
what do you perceive is the likelihood that the average top CEOwill
soon make 500 times more than the average American worker?”
(then-likelihood).

Following prior work on prefactual thinking, we combined
judgments of the if and then likelihoods by multiplying them
together into a measure called prefactual potency (Petrocelli
et al., 2012; see also Petrocelli et al., 2011). More-potent prefactuals
tend to have a larger effect on judgments (Petrocelli et al., 2012).
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2 We also included a measure of participants’ recent voting behavior for
exploratory purposes (see online Supplemental Material).
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Although our a priori predictions were about potency (see Effron,
2018), we also explored judgments of the if and then likelihoods
individually.
Fact-Check. To ensure that participants correctly distinguished

fact from fiction, we asked participants to indicate “true” or “false”
to each of six statements—one about each of the political issues.
Three statements were the facts and three were the falsehoods that
participants had seen earlier. As in Study 1, we expected that
prefactual thinking would not affect this fact-check measure, and
that prefactual thinking would influence participants’ ratings of
falsehoods even when limiting analysis to only correctly identified
falsehoods.3

Results

Unethicality of Telling the Falsehood

Across conditions, participants believed it would be moderately
unethical to tell the falsehoods (M = 71.27 on a 100-point scale,
SD = 20.51). In line with H1, participants who thought prefactually
about how the falsehoods might become true in the future
thought the falsehoods were less unethical to tell (M = 67.04,
SD = 19.74) than participants in the control condition (M =
75.40, SD = 20.44). This difference was significant in a mixed-
effect regression model, with condition as a fixed effect (1 =
prefactual condition, 0 = control condition), participant random
effects, and item fixed effects, d = −0.42, z = −5.74, p < .001 (see
Table 1, Step 1).
In addition, prefactual thinking reduced condemnation of false-

hoods significantly more when the falsehood–prefactual pair fit,
rather than conflicted, with participants’ preexisting political
beliefs. Specifically, when we added a dummy code for political
fit (1 = fits, 0 = conflicts) plus its interaction with condition to the
regression model described above, the interaction term was
significant and negative b = −5.21, z = −4.32, p < .001 (see Table 1,
Step 2; Figure 2). (This analysis included N = 706 participants;
it omitted those who did not identify with or lean toward either
political party because we could not code whether the falsehood–
prefactual pairs fit with their politics.) This finding supports H3—
that prefactuals reduce condemnation of falsehoods more effectively

when people are already inclined to accept that the falsehood might
become true in the future.

Decomposing this interaction using simple-slopes analyses, we
found that the prefactual manipulation significantly reduced moral
condemnation of falsehood when the falsehood–prefactual pair fit
with participants’ political views (Mprefactual = 61.99, SD = 22.95;
Mcontrol = 73.16, SD = 22.18), d = −0.49, z = −7.05, p < .001, as
well as when it conflicted with their views (Mprefactual = 72.09, SD =
21.96; Mcontrol = 78.56, SD = 21.11), d = −0.30, z = −3.84, p <
.001. However, the size of the prefactual effect was about 60% larger
when the falsehood–prefactual pair fit with their views.

Ease of Imagining the Prefactual: Prefactual Potency

Finally, the results were consistent with our prediction that it is
easier to imagine a falsehood might become true when that possi-
bility fits with one’s beliefs and motivations—and that the easier it is
to imagine becoming true, the less unethical it seems to tell. First,
participants thought prefactuals about falsehoods becoming true
were more plausible (i.e., “potent”) when the falsehood–prefactual
pair fit (M = 62.36, SD = 32.57) rather than conflicted (M = 37.60,
SD = 26.10) with their politics, dz = 0.55, z = 16.25, p < .001.
Second, the more plausible (potent) that participants found the
falsehood–prefactual pair, the less unethical they found the corre-
sponding falsehood, b = −0.29, z = −17.85, p < .001. Finally, there
was a significant indirect effect from fit with participants’ politics,
to the prefactuals’ potency, to moral judgments, b = −5.10, 95% CI
[−6.00, −4.20]. (Exploratory analyses suggested that this mediating
effect of prefactual plausibility was driven by participants’ judg-
ments of the then-likelihood; see online Supplemental
Material.) These results are from mixed models with participants
modeled as random effects and item as fixed effects; the indirect
effect was computed by multiplying the a and b paths together in a
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Table 1
Regression Analyses Predicting Unethicality Ratings in Study 3

Predictor b SE(b) z p 95% CI of b

Step 1
Condition −8.48 1.48 −5.74 <.001 [−11.38, −5.59]
Constant 69.42 1.24 56.13 <.001 [67.00, 71.85]

Step 2
Condition −6.22 1.62 −3.84 <.001 [−9.40, −3.04]
Political fit −3.71 0.86 −4.33 <.001 [−5.39, −2.03]
Condition ×

Political fit
−5.21 1.21 −4.32 <.001 [−7.57, −2.84]

(Constant) 72.00 1.34 53.77 <.001 [69.38, 74.63]

Note. Condition is coded 1 = prefactual, 0 = control. Political fit with “it
might become true” coded 1= fits, 0= conflicts, with a participant’s political
beliefs. The mixed regression model also included participant random effects
and item fixed effects. N = 735 in Step 1, and N = 706 in Step 2 because this
analysis only included participants who considered themselves or leaned
Republican or Democrat.

Figure 2
Mean Unethicality Ratings by Condition and Political Fit in Study 3

50

55

60

65

70

75

80

85

90

Fits Conflicts

dooheslaF eht fo ytilacihten
U

The falsehood "might become true" fits with participants' politics

Prefactual

Control

*** ***

Note. Full scale of unethicality ratings is 0–100. Plotted values are the
estimated marginal means and their standard errors from the mixed regres-
sion model described in the main text.
*** p < .001.

3 At the end of the survey, we included additional survey questions on
participants’ political knowledge for exploratory purposes (see online
Supplemental Material).
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multilevel mediation model computed with Stata’s gsem command.
The analyses are limited to participants in the prefactual condition
because they were the only ones who saw and rated prefactuals
about how the falsehood might become true.

Fact-Check

We predicted that the prefactual manipulation would lead people
to judge the falsehood as less unethical to tell despite knowing that it
was false. The results were consistent with this prediction. Our fact-
check measure showed that people correctly differentiated fact from
falsehood 85% of the time. Some evidence suggests that the
prefactual manipulation affected participants’ beliefs about the
falsehoods. In a mixed logistic regression analysis with random
intercepts for participants, participants in the control condition
correctly differentiated fact from falsehood a greater proportion
of the time (87.17%) than participants in the prefactual condition
(81.98%), b = −0.65, z = −3.59, p < .001. The difference in
response to the fact-check between prefactual and control condition
did not depend on the political fit of the falsehood–prefactual pair,
b = −0.04, z = −0.19, p = .849.
To examine whether these differences in acknowledging the

falsehood was false could have accounted for the effect of prefactual
thinking on participants’ perceptions that the falsehood was unethi-
cal to tell, we repeated our prior analyses retaining only responses to
the dependent measure that corresponded to correct fact-checks.
Indicating our previous results were robust, the main effect of
prefactual thinking, as well as its interaction with political fit,
both remained significant and in the same direction, b = −7.60,
z = −5.13, p < .001, and b = −5.15, z = −4.05, p < .001,
respectively. Providing further evidence of robustness, these two
effects also remained significant when we retained all data but
statistically controlled for the fact-check measure, b = −8.13, z =
−5.76, p < .001, and b = −5.34, z = −4.42, p < .001, respectively.
Together, these results suggest that participants who reflected on
how a falsehood might become true in the future thought the
falsehood was less unethical to tell even when they knew the
falsehoods were indeed false.

Discussion

In Study 3, participants who thought about how a political
falsehood might become true in the future judged the falsehood
as less unethical to tell—even though they knew it was false (H1).
This finding replicated in a supplemental study, attesting to its
robustness (see online Supplemental Material, Study S1). Moreover,
this effect occurred even when the possibility that the falsehood
might become true did not fit with participants’ politics, but as
predicted, was significantly larger when it did fit with their politics
(H3). The reason, we have argued, is that it is easier to imagine a
falsehood becoming true if that possibility fits with one’s preexisting
beliefs and motivations. Consistent with our theorizing, prefactuals
about how a falsehood might become true seemed more plausible to
participants when they fit with their politics—and the more parti-
cipants thought it was plausible that the falsehood might become
true, the less unethical they found the falsehood.

Study 4

The results of Studies 1–3 are consistent with our theorizing
that prefactual thinking about how a falsehood might become true
reduces how unethical that falsehood seems. However, the de-
signs of Studies 1–3 cannot rule out the possibility that any act of
prefactual thinking—regardless of whether it relates to the false-
hood becoming true—is sufficient to produce this effect. To
address this limitation, Study 4 used a more-stringent control
condition. As in Study 3, participants rated the ethicality of
telling various political falsehoods (e.g., “Millions of people
voted illegally in the last presidential election”). Before doing
so, all participants read if-then statements that invited prefactual
thinking. The if part of the prefactual statement was identical in
each of our two conditions (e.g., “If the United States does not
tighten its border security : : : ”). However, we manipulated the
then part of the statement so that participants in the experimental
group considered how the falsehood might become true in the
future (relevant-prefactual condition; e.g., “ : : : then millions of
people will vote illegally in the upcoming presidential election”),
whereas participants in the control group did not (irrelevant-
prefactual condition; e.g., “ : : : then millions of Americans will
be out of a job before the next presidential election”). Our
theorizing predicts that people will rate the falsehoods as less
unethical to tell in the relevant-prefactual condition than in the
irrelevant-prefactual condition (H1). That is, we predict the
effects are specific to prefactuals relevant to how the falsehood
might become true (see Smallman, 2013). Moreover, we predict
that this effect will be larger when people are inclined to accept
that the falsehood might become true because this possibility fits,
rather than conflicts, with their politics (H3).

Study 4’s control condition also addresses an alternative expla-
nation. It is possible that the if part of the prefactuals in Studies 1–3
highlight factual information about the present that influenced
responses to the dependent measure. For example, the prefactual,
“If the Trump administration keeps making pro-corporate decisions,
then the average top CEO will soon make 500 times more than the
average worker” highlights that the Trump administration was
currently making procorporate decisions. This alternative explana-
tion is not viable in Study 4 because participants in both conditions
considered prefactuals that convey the same factual information
because they have the same if-part.

Finally, Study 4 examined a potential downstream consequence
of judging falsehoods as less unethical to tell: being more inclined to
spread the falsehoods oneself. Past research suggests that imagina-
tion can—through influencing people’s judgments—affect their
intentions for future behavior (Anderson, 1983; Gregory et al.,
1982; Sherman et al., 1981).

Method

Study 4 had a mixed 2 (condition: relevant prefactual vs.
irrelevant prefactual; between participants) × 2 (partisan fit of
“it might become true”: fits vs. conflicts with participants’ political
beliefs; within participants) factorial design with six repeated
measures. We preregistered the study at https://aspredicted.org/
ux342.pdf
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Participants

We aimed to recruit 800 American MTurk participants, and 840
participants began the study. To promote data quality, we only
allowed participants to begin the study if they passed a simple
reading-comprehension question, and if they had not participated in
Study 3. After applying our preregistered exclusion criteria (non-
U.S. or duplicate IP addresses; duplicate geocodes; people who
failed to answer all measures for at least one falsehood), 803 people
remained (479 women, 296 men, 28 did not report gender; Mage =
37, SDage = 12). Of these participants, 723 reported that they
considered themselves or leaned Democrat or Republican, so
were included in our analyses of political fit: 493 identified as or
leaned Democrat, 230 identified as or leaned Republican. Another
80 participants did not identify with or lean toward either party.

Statistical Power

A sensitivity analysis with the PANGEA app showed that, with
803 participants, six repeated measures, and two tailed α = .05,
Study 4 provided>99% power to detect an effect size of d= .2 of the
prefactual manipulation.

Materials

The stimuli were six political falsehoods, and for each falsehood,
a fact that contradicted it, and a prefactual about how it might
become true. Additionally, for each falsehood, we wrote a prefactual
that did not involve imagining how the falsehood might become
true. Four of the stimuli were the same as Study 3, and two were new
(see Appendix B). Half of the falsehood–prefactual pairs fit with
political stances associated with Republicans, such that Republicans
would be more inclined to accept that the falsehood might become
true, and half fit with political stances associated with Democrats,
such that Democrats would be more inclined to accept that the
falsehood might become true.

Procedure

Before beginning the study, participants responded to the same
comprehension check question from Study 3. We prevented parti-
cipants from beginning the study if they failed the comprehen-
sion check.
The procedure was identical to Study 3, except it used a different

control condition. After reporting their political affiliation,4 parti-
cipants read a factual statement about a political issue (e.g., “It’s a
proven fact that there have been just four documented cases of
people voting illegally in the 2016 presidential election”). Then,
participants randomly assigned to the relevant-prefactual condition
read and rated the plausibility of an if-then statement about how a
falsehood that contradicted the fact might become true (e.g., “If the
United States does not tighten its border security, then millions of
people will vote illegally in the upcoming presidential election”).
Participants in the new irrelevant-prefactual condition read and
rated the plausibility of an if-then statement that did not involve that
falsehood becoming true (e.g., “If the United States does not tighten
its border security, then millions of Americans will be out of a job
before the next presidential election”). The if part of the prefactual
statement was identical in both conditions. In both conditions, we
measured how easy participants found it to imagine the prefactual.

Finally, participants indicated their moral judgments of the false-
hood and their intentions to promote it on social media, repeated this
procedure for the remaining five falsehoods in randomized orders,
responded to a fact-check measure, and provided demographics.

Measures

Ease of Imagining the Prefactual: Prefactual Potency. Using
Study 3’s measure, participants separately indicated how likely they
found the if component and then component of each prefactual they
saw. As in Study 3, we multiplied judgments of the if and then
likelihood together into a single measure of plausibility called
prefactual potency (Petrocelli et al., 2011, 2012).

Dependent Measure: Unethicality of Telling the False-
hood. Participants responded to the same three-item measure of
the unethicality of telling the falsehood from Study 1 (α > .76 for
each falsehood).

Intentions to Promote the Falsehood. We used four items to
examine people’s behavioral intentions to promote the falsehood
(from Effron & Raj, 2020): “if one of your acquaintances shared
an article with this headline on social media : : : how likely would
you be to : : : ” (a) “like” it, (b) share it, (c) respond by posting a
negative comment (reversed), or (d) block or unfollow this person
(reversed); 1 = Not at all, 7 = To a great extent). The items did not
form a reliable composite (α < .32 across falsehoods), so we
followed our preregistered plan and analyzed each item separately.

Fact-Check. Participants responded to the same true/false fact-
check measure from Study 3 to test whether they remembered that
the falsehoods were indeed false. We predicted that our manipula-
tion would not affect the fact-check measure and that our results
would remain reliable when excluding participants who failed the
fact-check.5

Results

We had strong directional predictions so we preregistered one-
tailed tests for all confirmatory analyses (Cho & Abe, 2013).

Unethicality of Telling the Falsehood

Study 4 replicated Study 3’s results with a more stringent control
condition. As predicted (H1), participants judged falsehoods as
significantly less unethical when they reflected on how the false-
hoods might become true in the future (M = 65.57, SD = 21.23)
compared to when they reflected on how a similar statement might
become true in the future (M = 70.22, SD = 20.26), d = −0.22, z =
−3.20, p = .001 (see Table 2; Step 1). This difference between
conditions was significant in a mixed-effect regression model, with
condition as a fixed effect (1 = relevant-prefactual, 0 = irrelevant-
prefactual), participant random effects, and fixed effects for the six
items.

Supporting H3, the effect of the prefactual manipulation was
significantly larger when the falsehood–prefactual pair fit, rather
than conflicted, with participants’ politics, b = −3.47, z = −2.93,
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4 We also included a measure of participants’ recent voting behavior for
exploratory purposes (see online Supplemental Material).

5 At the end of the study, we included additional survey questions on
participants’ political knowledge for exploratory purposes (see online Sup-
plemental Material).
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p= .002 (see Table 2, Step 2; Figure 3). For this analysis, we added a
dummy code for political fit and its interaction with condition to the
mixed model. (This analysis included N = 723 participants; it
omitted those who did not identify with or lean toward either
political party because we could not code whether the prefactual
fit with their politics.) This finding is consistent with our hypothesis
that prefactual thinking would reduce participants’ condemnation of
falsehoods more when they were inclined to accept that the false-
hood might become true because it fit with their politics.
Simple slopes analyses showed that when the falsehood–

prefactual pair fit with participants’ political views, considering
how the falsehood might become true led participants to rate the
falsehood as less unethical to tell (M = 61.04, SD = 24.69) than
considering an irrelevant prefactual (M = 67.61, SD = 22.92), d =
−0.28, z = −3.99, p < .001. When the falsehood–prefactual pair
conflicted with participants’ political views, considering a relevant

prefactual also led participants to rate the falsehood as less unethical
to tell (M = 70.64, SD = 22.50) than considering an irrelevant
prefactual (M = 73.91, SD = 21.15)—but this effect was only
marginally significant, z = −1.89, p = .059, and about half as large,
d = −0.15. We report two-tailed significance tests of the simple
slopes because we did not preregister these analyses.

Ease of Imagining the Prefactual: Prefactual Potency

The results were also consistent with our theorizing that it is easier
to imagine a falsehood might become true when that possibility fits
with one’s motivations and beliefs, and that the easier it is to imagine
becoming true, the less unethical the falsehood will seem. First, as in
Study 3, scores on the prefactual potency measure showed that
participants rated the relevant prefactuals as more plausible when
the falsehood–prefactual pair fit (M= 64.80, SD= 28.24) rather than
conflicted (M = 35.15, SD = 20.52) with their political beliefs, dz =
0.90, z = 19.25, p < .001. Second, the more plausible participants
rated the relevant prefactual on the potency measure, the less
unethical they found the falsehood, b = −0.26, z = −17.26, p <
.001. Finally, we observed a significant indirect effect from fit with
participants’ politics, to prefactual potency, to moral judgments in
the relevant-prefactual condition, b = −5.52, 95% CI [−∞, −4.73],6

computed using the gsem and nlcom commands in Stata. (Explor-
atory analyses showed that—as in Study 3—the mediating effect of
prefactual potency was driven by judgments of the then-likelihood;
see online Supplemental Material.) These results are from mixed
models with participants modeled as random effects and item as a
fixed effect; the indirect effect was computed by multiplying the a
and b paths together in a multilevel mediation model. The analyses
are limited to participants in the relevant prefactual condition
because they were the only ones who saw and rated prefactuals
relevant to the falsehood.

Intentions to Promote the Falsehood

We next examined a potential downstream consequence of more-
lenient moral judgments: stronger intentions to promote the false-
hoods on social media. As predicted, we observed significant
indirect effects of the prefactual manipulation on intentions to
promote the falsehood. Specifically, imagining how a falsehood
might become true made it seem less unethical to tell, which in turn
predicted stronger intentions to “like” and share the falsehood, as
well as weaker intentions to respond to someone who posted the
falsehood with a negative comment or by blocking/unfollowing this
person; respectively, b = 0.10, 95% CI [0.05,∞], b = 0.09, 95% CI
[0.04,∞], b = −0.04, 95% CI [−∞, −0.02], and b = −0.06, 95% CI
[−∞,−0.02] for the indirect effects. We conducted these analyses as
generalized structural equation models with prefactual condition as
the independent variable (1 = relevant-prefactual, 0 = irrelevant-
prefactual), perceptions of unethicality as the mediator, intentions to
promote the falsehood as the dependent variable, and random effects
for participants and fixed effects for item to account for the data’s
multilevel structure. We computed the indirect effect by multiplying
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Table 2
Regression Analyses Predicting Unethicality Ratings in Study 4

Predictor b SE(b) z p 95% CI

Step 1
Condition −4.67 1.46 −3.20 .001 [−∞, −2.27]
Constant 63.11 1.21 52.13 <.001 [60.74, 65.48]

Step 2
Condition −3.13 1.66 −1.89 .059 [−6.37, 0.12]
Political fit −4.90 0.87 −5.64 <.001 [−6.60, −3.20]
Condition ×

Political fit
−3.47 1.18 −2.93 .002 [−∞, −1.52]

(Constant) 67.87 1.38 49.18 <.001 [65.17, 70.58]

Note. Condition is coded 1= relevant-prefactual, 0= irrelevant-prefactual.
Political fit with “it might become true” coded 1 = fits, 0 = conflicts, with a
participant’s political beliefs. The mixed regression model also included
participant random effects and item fixed effects. N = 803 in Step 1. N = 723
for Step 2 because this analysis only included participants who considered
themselves or leaned Republican or Democrat. We report one-tailed 95%
confidence intervals for preregistered one-tailed tests. Values of ∞ reflect
that one-tailed tests, by definition, cannot detect an effect in the opposite
direction as predicted.

Figure 3
Mean Unethicality Ratings by Condition and Political Fit in Study 4
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† 

Note. Full scale of unethicality ratings is 0–100. Plotted values are the
estimated marginal means and their standard errors from the mixed regres-
sion model described in the main text.
†p < .10. ***p < .001.

6 We report one-tailed 95% confidence intervals for preregistered one-
tailed tests. Values of ∞ reflect that one-tailed tests, by definition, cannot
detect an effect in the opposite direction as predicted.
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the a- and b-paths together using the gsem and nlcom functions
in Stata.
Moreover, as predicted, these indirect effects were significantly

greater when the falsehood–prefactual pair fit (vs. conflicted) with
participants’ politics (Figure 4, Table 3). We added moderation by
political fit on the a-path of the mediation models with prefactual
condition as the independent variable, perceptions of unethicality as
the mediator, and intentions to promote the falsehood as the
dependent variable.
The total effect of the prefactual condition was significant for

reducing participants’ intentions to block/unfollow the person who
posted the falsehood, b = −0.17, z = −1.80, p = .036, but was not
statistically significant for any of the other promoting intentions (see
online Supplemental Material).

Fact-Check

We hypothesized that relevant prefactuals would lead people to
judge the falsehoods as less unethical to tell despite knowing that
they were false. The fact-check measure showed that people cor-
rectly identified fact from falsehood 86% of the time—a proportion
that did not differ significantly between the relevant-prefactual
(84.83%) and irrelevant-prefactual (86.77%) conditions, b =
−0.21, z = −1.50, p = 0.133 (two-tailed test). This analysis was
conducted in a mixed logistic regression analysis with random
intercepts for participants and fixed effects for falsehood. Further-
more, there was not a significant interaction between prefactual
condition and political fit on the fact-check measure, b = −0.07, z =
−0.33, p = .743.
As a robustness check, we repeated our prior analyses with only

responses to the dependent measures that corresponded to correct
fact-checks. Indicating our previous results were robust, the main
effect of the prefactual manipulation, as well as its interaction with
political fit, both remained significant and in the same direction, b =
−4.95, z = −3.28, p = .001, and b = −4.35, z = −3.06, p = .002,
respectively. As a second robustness check, we repeated our prior
analyses controlling for the fact-check measure. The main effect
of prefactuals was significant when controlling for the fact-check,
b = −4.39, z = −2.98, p = .003, as was the interaction between
the prefactual manipulation and political fit, b = −4.56, z = −3.43,

p = .001, providing further evidence of robustness. Thus, as in
Study 3, we found no evidence that prefactual thinking reduced the
moral condemnation of falsehoods simply by convincing people the
falsehoods were true.

Discussion

Study 4 replicated Study 3’s results with a more stringent control
condition. In so doing, it ruled out two alternative explanations for
our prior results. First, the possibility that any act of prefactual
thinking reduces moral condemnation cannot explain Study 4’s
results, because both conditions prompted participants to think
prefactually. Instead, the results were consistent with our claim
that thinking prefactually about how a falsehood might become true
is what made the falsehoods seem less unethical (H1). Second, the
results cannot be explained by the possibility that the specific
prefactuals in the study highlighted factual information about the
present, because participants in both conditions were shown pre-
factuals that conveyed the same factual information. Study 4 also
found evidence for potential downstream consequences of moral
judgments. Imagining how a falsehood might become true made it
seem less unethical to tell, which in turn predicted a greater
inclination to promote the falsehood on social media.

Study 5

Study 5 tested whether our previous results would replicate if,
instead of instructing participants to consider prefactuals that we
provided, we prompted participants to generate their own prefac-
tuals. A successful replication would advance our research in two
ways. First, it would suggest that our previous results generalize
beyond the specific prefactuals we used in Studies 1–4. Second,
along with Study 4’s results, it would cast further doubt on the
possibility that these specific prefactuals highlighted factual infor-
mation that influenced participants’ judgments. By manipulating
whether participants themselves generate ways in which the false-
hoods could become true, we could ensure that all participants were
exposed to the same factual information.

In addition, Study 5 sought additional support for our proposed
mechanism (H2). As in Study 2, participants reported their percep-
tions that the gist of the falsehood was true. We expected that
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Figure 4
Conditional Indirect Effect Model of Prefactual Manipulation on Intentions to
Promote the Falsehood on Social Media in Study 4

Relevant prefactual (1) vs. 
Irrelevant prefactual (0) 

condition

Unethicality of the 
falsehood

Intentions to promote the 
falsehood

Political fit

Note. We computed separate conditional indirect effects models for the four promoting
behaviors: “Like” the falsehood, share the falsehood, respond by posting a negative comment
(reversed), or block or unfollow this person (reversed). We report the conditional indirect effects
and indices of moderated mediation for each promoting behavior in Table 3.
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participants who imagined prefactuals about how the falsehoods
might become true would perceive the gist of the falsehood as truer,
which in turn would predict them judging the falsehood as less
unethical to tell.
Participants in Studies 3 and 4 expressed less condemnation of

a falsehood when they imagined how it might become true—
especially when that prefactual fit with their political views.
Consistent with our explanation for these results, Studies 3
and 4 suggest that when people are inclined to accept that a
falsehood might become true they find prefactuals about how the
falsehood might become true easier to imagine—and that false-
hoods that were easier to imagine becoming true seemed less
unethical. To operationalize ease of imagination, those studies
asked participants to rate the likelihood of the relevant prefactuals
occurring (see Effron, 2018; Petrocelli et al., 2011, 2012). Study 5
sought convergent evidence with a different operationalization of
ease of imagination: Participants rated how vividly they had
imagined the prefactuals (see Gaesser et al., 2018, 2020). The
easier it is to imagine a prefactual, the more vividly people should
say they imagined it.
Finally, in Study 5, we again measured participants’ intentions to

promote the falsehood online. We predicted that when imagining
how a falsehood might become true led participants to judge the
falsehood as less unethical, participants would report greater inten-
tions to share the falsehood on social media.

Method

Study 5 had a 2 (condition: prefactual vs. irrelevant prediction;
between-subjects) × 2 (partisan fit of “it might become true”: fits vs.
conflicts with participants’ political beliefs; within-subjects) facto-
rial design with six repeated measures. We preregistered the study at
https://aspredicted.org/n7c5y.pdf

Participants

We aimed to recruit 600 American political partisans on Prolific
Academic (Peer et al., 2017), and 646 participants began the study.
To be eligible to complete the study, participants had to be listed as
either a Democrat or a Republican in Prolific Academic’s database,
be located within the U.S., correctly answer a reading comprehen-
sion question, pass a CAPTCHA check to verify they are human,
and complete the study on a computer rather than a mobile device.

After applying our preregistered exclusion criteria (responses from
duplicate Prolific participant IDs and people who failed to complete
all the dependent measures for at least one falsehood),7 our final
sample size was 599 participants (271 men, 298 women; 30 did not
report gender; Mage = 33, SD = 12; 441 identified as or leaned
Democrat and 158 identified as or leaned Republican).

Statistical Power

A sensitivity analysis with the PANGEA app showed that, with
599 participants, six repeated measures, and two tailed α = .05,
Study 5 provided>99% power to detect an effect size of d= .2 of the
prefactual manipulation.

Procedure

The stimuli were the six political falsehoods and associated facts
from Study 4. The procedure was similar to Study 4. Participants
first answered a comprehension check question, reported their
political affiliation, and read that they would be considering “a
number of facts that have been verified by reputable, nonpartisan
fact-checking websites.” They then read a “proven fact,” completed
the prefactual manipulation, and responded to the dependent mea-
sures about a falsehood that contradicted the fact. They repeated this
procedure for the remaining five stimuli. Half of the falsehood–
prefactual pairs fit with political stances associated with Repub-
licans and half fit with political stances associated with Democrats.
Finally, participants answered fact-check questions.

This time, however, the manipulation did not provide participants
with specific prefactuals. Instead, participants generated their own
predictions either about how the falsehoods might become true
(prefactual condition) or about how unrelated events might unfold
in the future (irrelevant-prediction condition). Appendix B shows
the prefactuals and irrelevant predictions.

For example, for one of the six stimuli, participants in both
conditions read, “It’s a proven fact that the average top CEO
currently makes 265 times more money than the average American

T
hi
s
do
cu
m
en
t
is
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al

A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le

is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al

us
e
of

th
e
in
di
vi
du
al

us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

Table 3
Indirect Effects of Prefactual Manipulation on Promoting the Falsehood Through Unethicality in Study 4

Effects

“Like” Share Negative comment Block/unfollow

b 95% CI b 95% CI b 95% CI b 95% CI

Conditional indirect effects
“It might become true” fits with politics 0.15 [0.08, 0.23] 0.13 [0.06, 0.19] −0.05 [−0.08, −0.02] −0.06 [−0.09, −0.03]
“It might become true” conflicts with politics 0.07 [−0.003, 0.15] 0.06 [−0.002, 0.12] −0.02 [−0.05, 0.002] −0.03 [−0.06, 0.002]

Index of moderated mediation 0.08 [0.04, ∞] 0.07 [0.03, ∞] −0.03 [−∞, −0.01] −0.03 [−∞, −0.01]

Note. Indirect effects and index of moderated mediation specifying Prefactual condition as the independent variable (1 = relevant-prefactual, 0 = irrelevant-
prefactual), perceived judgments of unethicality as the mediator, moderation by political fit on the a-path, and intentions to promote the falsehood (“like,” share,
negative comment, block/unfollow) as the dependent variables. The model includes item fixed effects and participant random effects to account for the
multilevel nature of the data. Coefficients that are statistically significant at one-tailed p < .05 are in bold. We report one-tailed 95% confidence intervals for
preregistered one-tailed tests. Values of ∞ reflect that one-tailed tests, by definition, cannot detect an effect in the opposite direction as predicted.

7 We also preregistered plans to exclude participants with duplicate or
non-U.S. IP addresses or duplicate geo-locations. However, we inadvertently
neglected to collect IP addresses and geolocations due to an error in
Qualtrics, so we could not execute our preregistered intention to exclude
this data.
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worker.” In the prefactual condition, participants then typed a
response to the following open-ended prompt:
However, it is possible to imagine that the average top Chief

Executive Officer (CEO) will soon make 500 times more money
than the average American worker. Please complete the predic-
tion below:

The average top CEO will soon make 500 times more money than the
average American worker if : : : ___________.

Participants in the irrelevant-prediction condition instead re-
sponded to the following prompt:

Now consider current U.S. economic sanctions on North
Korea. It is possible to imagine different consequences of this.
Please complete the prediction below:

Current U.S. economic sanctions on North Korea will lead to
: : : ___________.

Participants then responded to measures of prefactual vividness,
unethicality of the falsehood, gist truthfulness, and intentions to
promote the falsehood. Unlike Study 2, Study 5 administered the
unethicality dependent measure prior to ratings of the gist truthful-
ness to test robustness of this mediation pathway.

Measures

Dependent Measure: Unethicality of Telling the False-
hood. We used the same three-item measure of the unethicality
of telling the falsehood from Study 1 (α > .77 for each falsehood).
Gist Truthfulness. Participants reported their perceptions that

the gist of the falsehood was true with the same four-item measure
from Study 2 (α > .96 for each falsehood).
Ease of Imagining the Prefactual: Prefactual Vividness. After

participants wrote their prefactual or irrelevant predictions, they
responded to three items assessing how vivid, intense, and detailed
their prediction felt from 1 = Not at all to 5 = Extremely (α > .91 for
each falsehood), adapted Johnson et al. (1988).
Intentions to Promote the Falsehood. To reduce study length,

we administered just one of Study 4’s items assessing intentions to
promote the falsehood: “If one of your acquaintances posted an
article with this headline on social media, how likely would you be
to share it?” (1 = Not at all likely to 7 = Extremely likely).
Fact-Check. As in Study 3 and 4, participants responded to six

true/false questions assessing their understanding that the political
falsehoods were false.

Results

We had strong directional predictions so we preregistered and
report one-tailed significant tests (Cho & Abe, 2013). We used two-
tailed tests for any exploratory or non-preregistered analyses, as
described below.

Main Effect of Prefactual Thinking

Conceptually replicating Studies 1–4 and supporting H1, parti-
cipants rated falsehoods as less unethical to tell when they wrote
about how they might become true (prefactual condition: M =
66.63, SD = 22.26) versus how irrelevant claims might become

true (irrelevant prediction condition: M = 73.84, SD = 19.28).
This difference was significant in a mixed regression model with
condition (1= prefactual, 0= irrelevant prediction) as a fixed effect,
item as a fixed effect, and participant as a random effect, d = −0.35,
z = −4.23, p < .001 (see Table 4, Step 1).

Mediation by Gist Truthfulness

We predicted that considering a prefactual statement would
reduce participants’ condemnation of falsehoods by increasing their
perceptions that the gist of the falsehood is true. The results were in
line with this prediction (H2), conceptually replicating Study 2’s
results. Specifically, when participants imagined how the
falsehood might become true, they thought the falsehood’s gist
was truer, and the truer they found the gist, the less unethical they
thought it was to tell the falsehood (see Figure 5)—a significant
indirect effect, b = −2.77, 95% CI [−4.70, −0.83]. When we
included gist truthfulness in the model predicting unethicality
judgments, the direct effect of the prefactual condition was signifi-
cant, b=−4.37, 95%CI [−6.88,−1.87].We conducted this analysis
as a generalized structural equation model with prefactual condition
as the independent variable (1 = prefactual, 0 = irrelevant predic-
tion), perceived truth of the falsehood’s gist as the mediator, and
perceptions of unethicality as the dependent variable, with fixed
effects for item and random intercepts for participants to account for
the multilevel structure of the data. We computed the indirect effect
by multiplying the a- and b-paths together using the gsem and nlcom
functions in Stata.8

Moderation by Political Fit

To test our prediction that prefactual thinking would have a
greater effect on reducing condemnation of falsehoods when parti-
cipants were inclined to accept that the falsehood might become true
based on their political views, we next added a dummy code for
political fit (1= fit, 0= conflicts, with participants’ political beliefs),
and its interaction with the prefactual manipulation, to the regression
model (Table 4, Step 2). Consistent with Studies 3 and 4 and our
directional prediction (H3), the coefficient on the interaction term
was negative; however, it was not statistically significant, b =
−1.84, z = −1.47, p = .071 (see Figure 6).

Nonetheless, because it was marginally significant, we decom-
posed the interaction with simple slopes to examine the overall
pattern of results. When a falsehood–prefactual pair fit with parti-
cipants’ political views, they rated it as less unethical to tell if they
wrote about how it might become true in the future (M = 62.73,
SD = 24.95) than if they wrote about an irrelevant prediction (M =
71.19, SD= 21.09), d=−0.37, z=−4.47, p< .001. The same effect
was also significant but directionally smaller when the falsehood–
prefactual pair conflicted with participants’ political views (pre-
factual condition: M = 70.94, SD = 22.80; irrelevant prediction
condition: M = 76.92, SD = 19.78), d = −0.28, z = −3.44, p = .001.
These simple slope analyses are two-tailed, because we did not
preregister these analyses.
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8 We report two-tailed tests for this analysis because our preregistration
document included an error in explaining how we would analyze mediation
by gist. We mistakenly preregistered testing whether gist mediated the effect
of political fit rather than the effect of prefactual thinking.
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Ease of Imagining the Prefactual: Prefactual Vividness

The results were also consistent with our theorizing that it would
be easier to imagine a falsehood becoming true if that possibility fits
with one’s preexisting beliefs and motivations. Participants in the
prefactual condition reported that they had more vividly imagined
the falsehood becoming true when the falsehood–prefactual pair fit
(M = 2.90, SD = 0.99) rather than conflicted (M = 2.62, SD = 0.99)
with their politics, dz = 0.39, z = 4.54, p < .001. We examined this
difference in a mixed-effect regression model, with political fit as a
fixed effect (1 = fits, 0 = conflicts), participant random effects, and
item fixed effects. This analysis was limited to participants in the
prefactual condition because they were the only ones who saw and
rated prefactuals about how the falsehood might become true.
As an exploratory analysis, we examined whether prefactual

vividness and gist mediated the effect of political fit in the prefactual
condition, such that participants found it easier to imagine that a
falsehood might become true when that possibility fit with their
politics, and the easier the prefactual was to imagine, the more the
gist of the falsehood seemed true, and the less unethical they judged
the falsehood. There was a significant indirect effect from political
fit to vividness to gist to unethicality in a serial mediation model, b=
−0.54, 95% CI [−0.83, −0.26], computed with item fixed effects
and participant random effects, and an independent covariance
structure (Stata’s default). We did not preregister this analysis so

we consider these results preliminary. This analysis was again
limited to participants in the relevant-prefactual condition because
they were the only ones who saw and rated prefactuals about how
the falsehood might become true.

Intentions to Promote the Falsehood

As in Study 4, imagining how a falsehood might become true
made it seem less unethical to tell, which in turn predicted stronger
intentions to share the falsehood online—a significant indirect
effect, b = 0.16, 95% CI [0.09, ∞]. We conducted this analysis
as a generalized structural equation model with prefactual manipu-
lation as the independent variable (1 = prefactual, 0 = irrelevant
prediction), perceptions of unethicality as the mediator, intentions to
promote the falsehood as the dependent variable, plus random
effects for participants and fixed effects for item to account for
the data’s multilevel structure. We computed the indirect effect by
multiplying the a- and b-paths together.

This indirect effect was significant both when the falsehood–
prefactual pair fit with participants’ politics, b = 0.17, 95% CI
[0.09, 0.25], and when it conflicted with participants’ politics, b =
0.13, 95%CI [0.06, 0.21]. But, as predicted, it was marginally larger
when the falsehood–prefactual pair fit with participants’ politics, b=
0.04, 95% CI [−0.005, ∞] for the index of moderated mediation
(Figure 7). For this analysis, we added political fit and its product
with the prefactual manipulation on the a-path of the mediation
model described above.

Analyses of the manipulation’s total effect on sharing intentions
revealed that imagining how the falsehood might become true
increased participants’ intentions to share the falsehood on social
media, but only if the possibility that the falsehood might become
true fit with their politics (see online Supplemental Material).

Fact-Check

We predicted that the prefactual manipulation would lead people
to judge the falsehood as less unethical to tell despite them knowing
that the statement was false. The fact-check measure showed that
people correctly differentiated fact from falsehood 74% of the
time—a proportion that did not differ between prefactual
(74.26%), and irrelevant prediction (74.19%) conditions, b =
0.00, z = 0.00, p > .99, nor did it depend on the interaction between
prefactual condition and political fit, b = −0.30, z = −1.21, p = .227
(these tests were not preregistered, so the p values are for two-tailedT
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Table 4
Regression Analyses Predicting Unethicality Ratings in Study 5

Predictor b SE(b) z p 95% CI of b

Step 1
Condition −7.14 1.69 −4.23 <.001 [−∞, −4.36]
Constant 84.08 1.38 61.04 <.001 [81.38, 86.78]

Step 2
Condition −6.20 1.80 −3.44 .001 [−9.74, −2.67]
Political fit −3.65 0.93 −3.91 <.001 [−5.47, −1.82]
Condition ×

Political fit
−1.84 1.25 −1.47 .071 [−∞, 0.21]

(Constant) 84.81 1.42 59.69 <.001 [82.02, 87.59]

Note. Condition is coded 1 = prefactual, 0 = irrelevant prediction. Political
fit with “it might become true” coded 1 = fits, 0 = conflicts, with a
participant’s political beliefs. The mixed regression model also included
participant random effects and item fixed effects. We report one-tailed 95%
confidence intervals for preregistered one-tailed tests. Values of ∞ reflect
that one-tailed tests, by definition, cannot detect an effect in the opposite
direction as predicted.

Figure 5
Indirect Effect of Prefactual Manipulation on Unethicality Judgments Through Gist in
Study 5

Prefactual (1) vs. Irrelevant 
prediction (0) condition

Perceived truth of 
the falsehood’s gist

Perceived unethicality 
of the falsehood

0.32 (0.11)** -8.60 (0.19)***

Direct effect: -4.37 (1.28)**

Note. Indirect effect: b = −2.77, 95% CI [−4.70, −0.83]. Unstandardized coefficients shown.
Model includes item fixed effects and participant random effects.
**p < .01. ***p < .001.
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tests). We ran these analyses as a mixed logistic regression with
random intercepts for participants and fixed effects for items. Thus,
as expected, people recognized the falsehoods as factually incorrect
even though imagining how they might become true in the future
made the falsehoods’ gist seem truer.
As a robustness check, we also repeated our main analyses

excluding responses to the dependent measures that corresponded
to incorrect fact-checks. After these exclusions, the main effect of
the prefactual manipulation on judgments of how unethical the
falsehood is to tell remained significant in the predicted direction,
b = −8.42, z = −4.95, p < .001. Further, the main effect of the
prefactual manipulation on judgments of how unethical the false-
hood is to tell remained significant in the predicted direction when
we retained all data but statistically controlled for the fact-check
measure, b = −7.37, z = −4.25, p < .001. However, the interaction
between prefactual condition and political fit was not significant
when excluding responses that failed the fact-check, b = 1.44, z =
0.85, p= .198, or when controlling for the fact-check, b=−0.98, z=
−0.73, p = .233.

Together, results from the fact-checks support the hypothesis
that prefactual thinking reduces the moral condemnation of false-
hoods despite knowing their falsity. However, these results provide
equivocal support for the prediction that the prefactual effect would
depend on whether participants were inclined to accept that the
falsehood might become true.

Discussion

Study 5—in which participants generated their own prefactuals—
replicated several key results. Considering how a falsehood might
become true in the future decreased participants’ condemnation of
the falsehood (H1), and this effect was significantly mediated by
beliefs about the falsehoods’ gist (H2). Additionally, as in Study 4,
the more that the manipulation reduced moral condemnation, the
more inclined participants were to share the falsehoods on social
media. These results suggest that our previous results generalize
beyond the specific prefactuals we used in Studies 1–4, and cast
further doubt on the possibility that those specific prefactuals
influenced judgments by highlighting factual information. More-
over, the irrelevant-prediction control condition ruled out the pos-
sibility that our effects are the result of imagining the future in
general, rather than specifically imagining how the falsehood might
become true.

One limitation of this study is that the prefactual and control
condition differed in their form as well as their content. Specifically,
participants in the prefactual condition generated a prefactual (“IfX,
then Y”), whereas participants in the control condition generated a
prediction (“X will lead to Y”). Therefore, the differences we
observed in moral condemnation between conditions could in
part be the result of differences in the form of statements each
group generated. We address this limitation in Studies 4 and 6 by
including a control condition in which participants consider pre-
factuals with identical form, but that do not involve imagining how
the falsehood might become true.

The results were directionally consistent with our hypothesis that
imagining how the falsehood might become true reduces condem-
nation of falsehoods more strongly when the prefactual fits with
people’s preexisting beliefs (H3). Consistent with our argument that
ease of imagination explains this pattern, participants said they
imagined prefactuals more vividly when the falsehoods fit with their
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Figure 6
Mean Unethicality Ratings by Condition and Political Fit in Study 5

50
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Fits Conflicts

dooheslaF eht fo ytilacihten
U

The falsehood "might become true" fits with participants' politics

Prefactual

Irrelevant
prediction

Note. Full scale of unethicality ratings is 0–100. Plotted values are the
estimated marginal means and their standard errors from the mixed regres-
sion model described in the main text.
**p < .01. ***p < .001.

Figure 7
Conditional Indirect Effect of Prefactual Manipulation on Intentions to Share the
Falsehood on Social Media in Study 5

Prefactual (1) vs. Irrelevant 
prediction (0) condition

Unethicality of 
the falsehood

Intentions to share the 
falsehood

-1.84 (1.25)*** -0.02 (.001)***

Direct effect: 0.05 (0.11)

Political fit

Note. Unstandardized coefficients shown. Model includes item fixed effects and participant
random effects.
***p < .001.
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politics, and the more vividly they imagined the prefactuals, the
more they thought the gist of the falsehoods were true, and the less
unethical they found the falsehoods. Moreover, Study 5 established
convergent validity for the role of ease of imagination in the
moderating effect of political fit with a different operationaliza-
tion—participants’ ratings of the vividness of their imagination. An
important caveat, however, is that the key statistical test of H3 was
not significant in this study (p = .071 for the main analysis). It is
possible that random error variance explains why the evidence for
H3 was stronger in Studies 3 and 4. Another possibility is that when
asked to generate prefactuals themselves, participants imagined
ways the falsehood might become true that most easily came to
mind for them. As a result, even though Study 5’s participants may
have found prefactuals easiest to imagine when they were inclined to
accept that the falsehood might become true, they may have still
found their prefactuals at least moderately easy to imagine when
they were not inclined to accept this possibility.

Study 6

Study 6 improved our paradigm in two ways to provide a more-
conservative test of our theorized mechanism—that imagining how
a falsehood might become true makes the falsehood seem less
unethical by making its gist seem truer (H2).
First, the gist truthfulness measure we used in Studies 2 and 5 did

not specify what the gist communicated by the falsehood was,
leaving some ambiguity about what participants meant when they
endorsed these items. To address this limitation, participants in
Study 6 rated the truthfulness of specific statements that captured the
gist of each falsehood. Second, Studies 2 and 5 did not give
participants the opportunity to rate on a continuous scale how
truthful they perceived the verbatim details of the falsehood, which
prevented our analyses from clearly distinguishing between percep-
tions of gist and verbatim truthfulness. Study 6 addresses both of
these limitations with newmeasures. Our theorizing predicts that the
prefactual manipulation will have a significant indirect effect on
moral judgments through perceptions of gist truthfulness but not
through perceptions of verbatim truthfulness.
In addition, in Study 6, we test the moderating role of participants’

preexisting belief with a new set of partisan falsehoods.

Method

Study 6 had a mixed 2 (condition: relevant prefactual vs. irrele-
vant prefactual; between participants) × 2 (partisan fit of “it might
become true”: fits vs. conflicts with participants’ political beliefs;
within participants) factorial design with eight repeated measures.
We preregistered the study at https://aspredicted.org/f2kb2.pdf

Participants

Using Prolific Academic’s prescreen data, we aimed to recruit
800 regular users of Twitter, Facebook, Instagram, or Reddit
(defined as those who use the sites at least once a month). We
targeted these individuals because they are particularly likely to
encounter political falsehoods through their use of these platforms.
We separately recruited 400 Democrats and 400 Republicans to
obtain an equal number of participants who supported each political
party, and 800 participants began the study. To promote data quality,

we only allowed participants to begin the study if they were located
within the U.S., correctly answered a simple reading-comprehension
question, passed a CAPTCHA check to verify they are human,
completed the study on a computer rather than a mobile device, and
if they had not participated in one of our previous studies. After
applying our preregistered exclusion criteria (duplicate IP addresses,
duplicate Prolific participant IDs, or duplicate geocodes; people who
failed to answer all measures for at least one falsehood), 747 people
remained (438 women, 297 men, 12 did not report gender; Mage =
36, SDage = 14). Of these participants, 396 reported that they
considered themselves or leaned Democrat and considered them-
selves or leaned 351 Republican. Participants who neither consid-
ered themselves nor leaned toward either party were prevented from
starting the study.

Statistical Power

A sensitivity analysis with the PANGEA app showed that, with
747 participants, eight repeated measures, and two tailed α = .05,
Study 6 provided>99% power to detect an effect size of d= .2 of the
prefactual manipulation.

Materials

The stimuli were eight political falsehoods, and for each false-
hood, a fact that contradicted it, a prefactual about how it might
become true, a prefactual that was unrelated to how it might become
true, and a description of the falsehood’s gist (see Appendix C for all
stimuli). These descriptions were written by the first author and a
research assistant following the definition of gist as “the broader
meaning that the statement communicates.” For example, the gist
description of “Every day 500 people die from gun violence in the
United States” was “Many lives are lost to gun violence in the
United States.” Half of the falsehood–prefactual pairs fit with
political beliefs associated with Republicans and half fit with
political beliefs associated with Democrats.

Procedure

The procedure was identical to Study 4, except that we used
different stimuli and included additional measures. Before begin-
ning the study, participants responded to the comprehension check
and reported their political affiliation on the same question from
Studies 3–5. We prevented participants from beginning the study if
they failed the comprehension check or if they did not consider
themselves or lean Democrat or Republican.

Next, participants read that they would be considering “a number
of facts that have been verified by reputable, nonpartisan fact-
checking websites” and then seeing and rating some statements;
they also read that at the end of the study we would ask true/false
questions to test their understanding of these facts. Participants read
a factual statement about a political issue (e.g., “It’s a proven fact
that the number of people who die from gun violence each day in the
United States is LESS than 500”). Each fact was accompanied by a
statement indicating “this fact has been verified by reputable, non-
partisan fact-checkers.” Then, participants randomly assigned to the
relevant-prefactual condition read an if-then statement about how a
falsehood that contradicted the fact might become true (e.g., “If
Republicans loosen gun protection laws, then every day 500 people
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might die from gun violence”). Participants in the irrelevant-pre-
factual condition read an if-then statement that did not involve the
falsehood becoming true (e.g., “If Republicans loosen gun protec-
tion laws, then the National Rifle Association [NRA] might throw a
celebration at its annual convention”). The if part of the prefactual
statement was identical in both conditions, and in both conditions
participants rated how easy it was to imagine the prefactual.
After considering the relevant or irrelevant prefactual, partici-

pants read the falsehood (e.g., “Every day 500 people die from gun
violence in the United States.”) and rated its verbatim truthfulness,
gist truthfulness, unethicality, and responded to the “liking”measure
(see below). Participants repeated this procedure for the remaining
seven falsehoods in randomized orders, responded to a fact-check
measure (described below), and provided demographics.

Measures

Ease of Imagining the Prefactual: Prefactual Potency. Par-
ticipants separately indicated how likely they found the if compo-
nent and then component of each prefactual they saw on the same
measures as Studies 3 and 4. As in Studies 3 and 4, we multiplied
judgments of the if and then likelihood together into a single
measure of plausibility called prefactual potency (Petrocelli et al.,
2011, 2012).
Gist Truthfulness. To measure the falsehood’s gist truthful-

ness, participants rated the following: “Consider the statement’s
broader message: [gist statement]. How much do you agree or
disagree that this broader message is true?” (from −3 = Strongly
disagree to 3 = Strongly agree).
Verbatim Truthfulness. Participants rated the truthfulness of

the falsehood’s verbatim details: “How much do you agree or
disagree that this statement is literally and precisely true?” (from
−3 = Strongly disagree to 3 = Strongly agree)
Dependent Measure: Unethicality of Telling the False-

hood. Participants responded to a single-item measure of the
unethicality of telling the falsehood: How unethical would it be
to make that statement? (from 0 = Not at all unethical to 100 =
Extremely unethical).
Liking. Study 6 included a new behavioral measure of parti-

cipants’ inclination to promote the falsehood—a lab analogue to
“liking” content on social media. After reading each falsehood,
participants had an opportunity to click a button to “like” it. They
were told that the content that receives the most likes would be
shared with participants in our next study, and thus that their “likes
will determine which statements future participants read.”
Fact-Check. Participants responded to eight true/false questions

to indicatewhat they thought of the statements presented earlier in the
study. We instructed participants to “Please answer the questions
below to test your memory and judgment of the facts presented
earlier in the study.” We predicted that our results would remain
reliable when excluding participants who failed the fact-check
measure, indicating that they either did not remember or did not
believe that the falsehoods presented earlier in the study were false.

Results

We had strong directional hypotheses so we preregistered one-
tailed tests for all confirmatory analyses (Cho & Abe, 2013), and
two-tailed tests for non-preregistered analyses.

Gist Truthfulness Mechanism

The main aim of Study 6 was to test the theorized mechanism
of gist truthfulness and distinguish this mechanism from perceptions
of verbatim truthfulness. Results supported the unique mediating
role of perceived gist truthfulness. Imagining how a falsehood
might become true made the gist of the falsehood seem truer
(relevant-prefactual: M = −0.01, SD = 0.67; irrelevant-prefactual:
M = −0.11, SD = 0.73), d = 0.14, z = 1.94, p = .027, but did not
make the falsehood seem verbatim truer (relevant-prefactual: M =
−1.28, SD= 1.05; irrelevant-prefactual:M=−1.24, SD= 1.05), d=
−0.04, z = −0.57, p = .567. These results are from mixed-effect
regression models with condition as a fixed effect (1 = relevant
prefactual, 0 = irrelevant prefactual), fixed effects for the eight
items, and participant random effects.

As predicted, there was a significant indirect effect of the pre-
factual manipulation on unethicality through perceptions of gist
truthfulness, but not verbatim truthfulness. When participants imag-
ined how the falsehood might become true, they thought the gist of
the falsehood was truer, and the truer they found the gist, the less
unethical they thought it was to tell the falsehood—a significant
indirect effect, b = −0.74, one-tailed 95% CI [−∞, −0.11]; see
Figure 8. By contrast, there was not a significant indirect effect
through perceptions of verbatim truthfulness, b = 0.12, 95% CI
[−0.29, 0.53]; this indirect effect was not significant by one- or two-
tailed tests. When we included gist truthfulness and verbatim
truthfulness in the model predicting unethicality judgments, the
direct effect of the prefactual condition was not significant, b =
−0.63, 95% CI [−2.93, 1.68].9 We conducted this analysis as a
generalized structural equation model with prefactual condition as
the independent variable (1 = relevant prefactual, 0 = irrelevant
prefactual), gist truthfulness and verbatim truthfulness as parallel
mediators, and perceptions of unethicality as the dependent variable,
with random effects for participants and fixed effects for item to
account for the data’s multilevel structure.We computed the indirect
effects bymultiplying the a- and b-paths together using the gsem and
nlcom functions in Stata. Together, these results supported our
theorizing that imagining how a falsehoodmight become true makes
it seem less unethical to tell not by making the falsehood’s verbatim
details seem truer, but by making the broader message it conveys—
the gist—seem truer.

In contrast to previous studies, the total effect of the prefactual
manipulation was not significant in this study (relevant-prefactual
condition: M = 50.36, SD = 18.13; irrelevant-prefactual condition:
M = 51.63, SD = 17.25), d = −0.07, z = −0.98, p = .163. This
result is from a mixed-effect regression model, with condition as a
fixed effect (1 = relevant prefactual, 0 = irrelevant prefactual),
participant random effects, and fixed effects for the eight items (see
Table 5; Step 1). As discussed below, this result could be due to
random error variance across studies, or a result of prompting
participants to focus on the falsehood’s verbatim truth prior to
judging its unethicality in this study.
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9 Similarly, this direct effect of the prefactual condition was also not
significant when we included gist truthfulness, but not verbatim truthfulness,
in the model predicting unethicality judgments, b = −0.41, 95% CI [−2.73,
1.92].
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Moderation by Political Fit

Supporting H3, the effect of the prefactual manipulation was
significantly larger when the falsehood–prefactual pair fit, rather
than conflicted, with participants’ politics, b=−2.61, z=−1.87, p=
.031 (see Figure 9). For this analysis, we added a dummy code for
political fit and its interaction with condition to the mixed model
predicting unethicality judgments (see Table 5; Step 2). These
results are consistent with the hypothesis that prefactual thinking
would have a greater effect on reducing people’s condemnation of
falsehoods when the possibility that the falsehood might become
true fits with an individual’s politics.
Decomposing this interaction with simple slopes analyses, when

the falsehood–prefactual pair fit with participants’ politics, consid-
ering a relevant prefactual led participants to rate the falsehood as
less unethical to tell (M = 40.86, SD = 22.83) than considering an
irrelevant prefactual (M= 42.57, SD= 20.27), d=−0.08, z=−1.76.
This effect was only marginally significant, two-tailed p = .078,
but—following preregistered robustness checks—was statistically

significant when including only responses that corresponded to
correct fact-checks, b = −3.71, z = −2.36, p = .018, or when
retaining all data but statistically controlled for the fact-check
measure, b = −2.80, z = −1.97, p = .049. Thus, we can be most
confident that prefactual thinking reduces condemnation of false-
hoods that fit with one’s politics when people acknowledge that the
falsehood is false.

When the falsehood–prefactual pair conflicted with participants’
political views, considering a relevant prefactual did not lead
participants to rate the falsehood as less unethical to tell (M =
59.86, SD = 22.49) than considering an irrelevant prefactual (M =
60.69, SD = 22.52), d = −0.04, z = 0.04, p = .968. These tests are
two-tailed, because we did not preregister hypotheses for these
simple slopes.

Ease of Imagining the Prefactual: Prefactual Potency

Results supported our theorizing that it would be easier to imagine
a falsehood becoming true if that possibility fits with one’s pre-
existing motivations and beliefs. Participants in the relevant-
prefactual condition rated the prefactuals as more plausible when
the falsehood–prefactual pair fit (M= 44.09, SD= 20.04) rather than
conflicted (M= 23.59, SD= 14.57) with their politics, dz= 0.88, z=
21.21, p < .001. We examined this difference in a mixed-effect
regression model, with political fit as a fixed effect (1 = fits, 0 =
conflicts), participant random effects, and item fixed effects. This
analysis was limited to participants in the relevant-prefactual con-
dition because they were the only ones who saw and rated pre-
factuals about how the falsehood might become true.

Moreover, in an exploratory analysis, we examined whether
prefactual vividness and gist mediated the effect of political fit
on judgments of unethicality in the relevant-prefactual condition.
Our theorizing predicts that participants would find it easier to
imagine that a falsehood might become true when that possibility fit
with their politics, and the easier the prefactual was to imagine, the
more truthful the gist of the falsehood would seem, and the less
unethical they would judge the falsehood. In line with our theorizing
and results of Study 5, there was a significant indirect effect from
political fit to potency, to gist, to ratings of unethicality in a serial
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Figure 8
Indirect Effect of Prefactual Manipulation on Unethicality Judgments Through Gist in
Study 6

Relevant prefactual (1) 
vs. Irrelevant prefactual (0)

condition

Gist truth

Falsehood 
unethicality

0.10 (0.05) † -7.52 (0.18)***

Direct effect: -0.63 (1.18)

Verbatim truth-0.04 (0.08) -2.70 (0.21)***

Note. Unstandardized coefficients shown. Indirect effect through perceptions of gist truthful-
ness: b =−0.74, one-tailed 95%CI [−∞, −0.11]. Indirect effect through perceptions of verbatim
truthfulness: b = 0.12, 95% CI [−0.29, 0.53]. Model includes item fixed effects and participant
random effects.
†p < .10. ***p < .001 by two-tailed tests.

Table 5
Regression Analyses Predicting Unethicality Ratings in Study 6

Predictor b SE(b) z p 95% CI of b

Step 1
Condition −1.27 1.29 −0.98 .163 [−∞, 0.86]
Constant 31.73 1.32 24.13 <.001 [29.15, 34.31]

Step 2
Condition 0.06 1.44 0.04 0.968 [−2.77, 2.89]
Political fit −15.69 0.98 −15.96 <.001 [−17.62, 13.76]
Condition ×

Political fit
−2.61 1.40 −1.87 .031 [−∞, −0.31]

(Constant) 40.07 1.37 29.34 <.001 [37.40, 42.75]

Note. Condition is coded 1 = relevant prefactual, 0 = irrelevant prefactual.
Political fit with “it might become true” coded 1 = fits, 0 = conflicts, with a
participant’s political beliefs. The mixed regression model also included
participant random effects and item fixed effects. We report one-tailed 95%
confidence intervals for preregistered one-tailed tests. Values of ∞ reflect
that one-tailed tests, by definition, cannot detect an effect in the opposite
direction as predicted.
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mediation model, b = −3.74, 95% CI [−4.31, −3.17], computed
with item fixed effects and participant random effects, an indepen-
dent covariance structure (Stata’s default), and two-tailed test
because the analysis was not preregistered. This analysis was again
limited to participants in the relevant-prefactual condition.

Liking

We did not find evidence that the prefactual manipulation
increased participants’ likelihood of promoting the falsehood. Par-
ticipants in the prefactual condition were not significantly more
likely to “like” the falsehood (20.63%) than participants in the
Control condition (24.21%), b = −0.31, z = −1.97, p = .976, in a
mixed-effects logistic regression model, with condition as a fixed
effect (1 = prefactual condition, 0 = control condition), participant
random effects, and fixed effects for the eight items. Similarly, there
was not a significant indirect effect of the prefactual manipulation on
liking through unethicality ratings (see online Supplemental
Material).

Fact-Check

We hypothesized that relevant prefactuals would lead people to
judge the falsehoods as less unethical to tell by making the gist of the
falsehood seem truer, despite them acknowledging that the false-
hoods were false. The fact-check measure showed that people
correctly differentiated fact from falsehood 80% of the time—a
proportion that did not differ significantly between the prefactual
(80.79%) and control (78.80%) conditions, b = 0.16, z = 1.44, p =
0.151 (we did not preregister this analysis, so this is a two-tailed
test). This analysis was conducted in a mixed logistic regression
analysis with random intercepts for participants. Furthermore, there
was not a significant interaction between prefactual condition and
political fit on participants’ responses to the fact-check measure, b =
−0.04, z = −0.30, p = .768, when we add a dummy-code for
political fit and its interaction with the prefactual manipulation to the
mixed logistic regression model.

As a robustness check, we repeated our prior analyses (a) with
only responses to the dependent measures that corresponded to
correct fact-checks, and (b) when controlling for the fact-check
measure. All results remained in the same direction and same
statistical significance except where noted in the main text above
(see online Supplemental Material).

Discussion

Results from Study 6 address its two main aims. First, our
findings conceptually replicate the mediation findings from Study
2 and Study 5 and support our theorizing about the mechanism of the
prefactual effect (H2). Considering a prefactual about how a false-
hood might become true in the future made the gist of the falsehood
seem truer, which predicted rating the falsehood as less unethical to
tell. This result emerged even when accounting for judgments of
verbatim truthfulness. Moreover, we did not find evidence that
prefactual thinking made participants perceive greater verbatim
truthfulness of the falsehood. These findings suggest that it is
specifically by making the gist of the falsehood seem truer that
relevant prefactuals make falsehoods seem less unethical to tell.

Second, results provide additional support for the moderating role
of whether the falsehood becoming true in the future fit with
people’s preexisting motivations and beliefs (H3). Results were
consistent with our theorizing that this moderation occurred because
people’s preexisting motivations and beliefs affected their ease of
imagining the prefactual. Participants rated prefactuals as more
plausible when they fit with their politics, and the more plausible
they found the prefactuals, the more they thought the gist of the
falsehoods were true, and the less unethical they found the
falsehoods.

Interestingly, although we found an indirect effect from prefactual
condition to perceptions of gist truth to perceptions of unethicality,
we did not find a main effect of prefactual condition on perceptions
of unethicality. However, we did find evidence that prefactuals
reduce condemnation of falsehoods amongst falsehoods that fit with
participants’ political beliefs, consistent with past studies. One
difference between this study and our previous studies is that in
Study 6, participants rated the degree to which the falsehood was
verbatim—literally and precisely—true before rating the unethical-
ity of the falsehood. Having participants rate the verbatim truth of
the falsehood prior to judging its unethicality may have discouraged
participants from condoning statements that were verbatim false.
Future research might examine whether prompting people to reflect
on the verbatim details of a falsehood reduces the extent to which
imagining how the falsehood might become true makes the false-
hood seem less unethical to tell.

One limitation of this study is that we found no evidence that
prefactuals increased participants’ promoting of the falsehood to
other research participants, perhaps because our behavioral measure
was not particularly sensitive. Future research might examine how
imagining how a falsehood might become true affects people’s
willingness to promote falsehoods in the real-world context of social
media, and especially amongst partisan in-group members.

Meta-Analysis

To inform our discussion of our studies, we next report a meta-
analysis of their results. Our goal is to estimate the size of the
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Figure 9
Mean Unethicality Ratings by Condition and Political Fit in Study 6
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Note. Full scale of unethicality ratings is 0–100. Plotted values are the
estimated marginal means and their standard errors from the mixed
regression model described in the main text.
†p < .10.
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prefactual effect overall, as well as when the falsehood–prefactual
pair was aligned versus misaligned with participants’ political
views. In addition to the six studies reported in the main text, the
analysis included a supplemental study, discussed in the General
Discussion section and reported in full in the online Supplemental
Material, in which all the falsehood–prefactual pairs were aligned
with participants’ politics. We decided a priori to treat study as a
random effect in the meta-analysis, because the methods and stimuli
differed across studies.
Results from this meta-analysis show that imagining how a

falsehood might become true reduced condemnation of the false-
hood, with an effect that was significant and modest in size, d =
−0.25, 95% CI [−0.36,−0.15]; see Figure 10, putting it between the
35th and 40th percentile for social-psychological effects that have
been meta-analyzed. As a benchmark, the median effect size in
meta-analyzed research on interpersonal relationships is d = .28
(Lovakov & Agadullina, 2021).
The effect size was descriptively larger when the falsehood–

prefactual pairs fit with participants’ political views, d=−0.29, 95%
CI [−0.42, −0.15], and smaller when the falsehood–prefactual pairs
conflicted with their views, d = −0.19, 95% CI [−0.31, −0.07].
Recall that across Studies 3–6, the evidence was mixed about
whether the prefactual effect would emerge at all when the pre-
factuals and falsehoods did not fit with participants’ politics.

The meta-analysis suggests that the prefactual effect is indeed
reliable even in that case.

General Discussion

Overall, the evidence from our six studies (four preregistered)
suggests that when people consider how a falsehood might
become true in the future, they think the falsehood is not so bad
to tell in the present (H1). This effect emerged with participants from
59 countries judging false claims about consumer products, job
seekers’ work experience, and controversial political issues. This
effect also emerged regardless of whether participants were pro-
vided with specific prefactuals (Studies 1–4 and 6) or generated the
prefactuals themselves (Study 5), and it may have important down-
stream consequences: The less unethical participants found the
falsehood, the less inclined they were to censure someone who
shared the falsehood on social media, and the more inclined they
were to share the falsehood themselves (Studies 4 and 5). Together,
these results suggest that imagining prefactuals can license
dishonesty.

The results also shed light on why. Imagining how a falsehood
might become true led people to view the falsehood’s gist as truer—
and the truer they found the gist, the less unethical they judged the
falsehood (H2; Studies 2, 5, and 6). This mediation effect emerged
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Figure 10
Meta-Analysis: Imagining How a Falsehood Might Become True Reduces the Condemnation It Receives

Cohen's D (95% CI)

All falsehoods

"It might become true" fits with politics

"It might become true" conflicts with politics

Study 1
Study 2

Study 3
Study 4
Study 5
Study 6

Overall

Study 3
Study 4
Study 5
Study 6

Overall

Study 3
Study 4

Study 5
Study 6

Overall

Supplemental Study 1

Note. The dashed line illustrates the estimate of the overall effect size. Lines show 95% CIs for the individual studies and
diamonds show 95% CIs for meta-analytic effects. The 95% CIs underestimate statistical significance for the studies in which
we preregistered one-tailed tests (Studies 1, 4, 5, and 6). The size of the grey squares reflects the sample size of the study.
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with two different measures of how true people perceived the
falsehood’s gist, and occurred independently of how true people
found the falsehood’s verbatim details. Moreover, this mediation
occurred even among the large majority of participants who cor-
rectly acknowledged that the falsehood’s literal claims were incor-
rect. Thus, prefactual thinking can make a falsehood’s broader
message seem truer, even when one knows the falsehood’s specific
details are false, which in turn may mitigate moral condemnation of
the falsehood. Consider a person who imagines how the falsehood
“the average CEO makes 500 times more money than the average
American worker” might become true in the future. Our results
suggest that this person would not come to believe that the pay
disparity between CEOs and workers is actually this large, but
would becomemore convinced of the general idea that “CEOs make
much more money than workers”—and thus judge the falsehood as
less unethical. Although our mediation analyses cannot specify the
causal order of the gist mediator and judgments of unethicality
(Bullock et al., 2010; Fiedler et al., 2011), our results are nonetheless
consistent with this interpretation.
The studies also suggest that prefactuals help excuse falsehoods

especially—but not exclusively—when people are inclined to
believe that the falsehood might become true because it fits with
their preexisting motivations and beliefs (H3). Specifically, pre-
factuals more effectively reduced people’s moral condemnation of
falsehoods when the possibility the falsehood might become true fit,
rather than conflicted, with their politics. This moderation effect was
statistically significant in the three studies in which participants
considered prewritten prefactuals (Studies 3, 4, and 6), and direc-
tionally consistent but not significant in the study in which parti-
cipants generated their own prefactuals (Study 5, p = .071). Thus,
we can be most confident in the robustness of this moderation effect
when people consider prefactuals that others have provided.
We hypothesized that this moderating role of political fit occurs

because prefactuals are easier to imagine when they fit with one’s
motivations and beliefs (Effron, 2018; Tetlock, 1998; Tetlock &
Henik, 2007), and because the easier a prefactual is to imagine, the
larger its effect on judgment (Gaesser et al., 2018, 2020; Petrocelli
et al., 2011, 2012; Sherman et al., 1985). Our results were
consistent with this theorizing regardless of whether we operatio-
nalized ease of imagination as judgments of plausibility or vividness
of mental simulation. Specifically, when the possibility that the
falsehood might become true fit with participants’ politics, they
judged a prefactual in which it became true in the future as more
plausible (Studies 3, 4, and 6), and they said they had imagined this
prefactual more vividly (Study 5); moreover, the more plausible and
vivid they found the prefactual, the more they perceived the gist of
the falsehood as true, and the less unethical they found the false-
hood. Together, our findings suggest that prefactuals may be
particularly effective in helping people excuse falsehoods that are
consistent with what they want to believe. As a result, prefactuals
amplified partisan disagreement in moral judgments of politically
charged falsehoods.
Together, our results suggest that prefactuals offer people a

degree of freedom when judging morality. It may be relatively
hard to convince yourself that a falsehood is actually true, even if
you are motivated to do so. It may be comparatively easy to
convince yourself that the falsehood might become true. Thus,
people’s ability to imagine the future in a way that supports their

present beliefs may help them to excuse falsehoods that fit with their
politics.

Alternative Explanations

We rule out four alternative explanations for our findings. First,
we find no evidence that our effects occurred because people
believed that the falsehoods we presented were factual rather
than fictional. Most participants accurately identified the falsehoods
as false when asked to do so at the end of each study, and the results
remained robust when we dropped the small number of cases in
which participants believed a falsehood was true. Moreover, we find
no evidence that prefactual thinking affected people’s beliefs that
the falsehood was literally true when we include a continuous
measure of verbatim truthfulness (Study 6). Together, these findings
suggest that our results did not occur because participants rejected
the facts we presented them nor because prefactual thinking led
people to forget that the falsehood were false (Murphy et al., 2019).

Second, the results cannot be explained by the possibility that the
prefactuals communicated factual information that made the false-
hood seem more justified. Participants who considered how the
falsehood might become true judged the falsehood as less unethical
to tell than participants in the control condition even when we
included any factual information from the prefactual condition in the
control condition (Study 4 and 6) and when participants in the
prefactual condition generated their own prefactuals rather than
reading a given prefactual (Study 5).

Third, our findings cannot be explained by participants interpret-
ing the speakers’ claims as commitments for the future, rather than
false claims about the present. Across studies, we did not tell
participants that the individual who told the falsehood claimed
that it might become true in the future; we simply offered the
prefactual as a possible “prediction” that was not attributed to any
particular person, and about which participants could indicate
agreement or disagreement. Moreover, in Studies 3–6, participants
judged falsehoods about events beyond anyone’s personal control
(e.g., the number of illegal voters or average CEO compensation),
including falsehoods about undesirable events. Thus, it unlikely that
participants interpreted the speaker’s claims as promises for the
future.

Fourth, we cannot account for the results by positing that any sort
of prefactual thinking affects moral judgments by putting people in a
mental simulation mindset (Galinsky & Moskowitz, 2000; Hirt
et al., 2004; Kray et al., 2006; Wong et al., 2008). We find that
a specific type of prefactual thought reduces moral condemnation of
a falsehood: imagining how that falsehood might become true.
People expressed less condemnation of falsehoods when they
imagined futures in which the falsehoods became true as opposed
to futures that were unrelated to the falsehoods’ truth (Studies 4–6).

Theoretical Contributions

Our findings make several contributions to the literatures on
mental simulation and moral psychology. Whereas past research
on prefactual thinking emphasizes its functional outcomes, such as
helping people to plan for the future (e.g., Epstude et al., 2016), we
reveal a dysfunctional outcome—that prefactuals can encourage
people to relax their moral standards about lying. A just and well-
functioning society arguably depends on holding people accountable
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for spreading false claims in the context of advertisements, work, and
politics. Yet, our studies found that prefactual thinking can not only
reduce how much people condemn falsehoods in these contexts, but
also increase people’s inclination to spread such falsehoods
themselves.
We also contribute to work on moral flexibility, which demon-

strates that people apply their moral standards inconsistently so that
they can let themselves and the people they like off the hook for bad
behavior (see Bartels et al., 2015; Effron, 2016; Gino, 2016;
Uhlmann et al., 2009). Past research has shown that mental simula-
tion facilitates moral flexibility in the self (Briazu et al., 2017; Shalvi
et al., 2011). Yet, motivation has been absent from most previous
research on other-oriented mental simulation (e.g., Alicke et al.,
2008; MacRae, 1992; Miller et al., 2005). The present research
demonstrates how mental simulation facilitates moral flexibility in
judging others (see also Effron, 2018).
Moreover, whereas past work demonstrates how moral flexibility

can result from selective memory for the past (Kouchaki & Gino,
2016; Shu et al., 2011; Shu & Gino, 2012), our results suggest that
it also results from imagination of the future. Prefactual thinking
may offer a particularly appealing strategy for motivated moral
reasoning because, unlike memories for the past, predictions about
the future cannot be fact-checked in the present. Vague predictions
may even be impossible to falsify. Thus, a person whose politics
lead them to believe that a lie will become true eventually may be
difficult to convince otherwise.
Our findings also advance understanding of how mental simula-

tion affects moral judgments. Prior work in this area focused
primarily on counterfactual thinking (Alicke et al., 2008;
Branscombe et al., 1996; Byrne, 2017; MacRae, 1992; Mandel
& Dhami, 2005; Parkinson & Byrne, 2017), neglecting prefactual
thinking. For example, prior work finds that people judge falsehoods
more leniently when they imagine that they would have been true if
circumstances had been different (Briazu et al., 2017; Shalvi et al.,
2011)—particularly if they like the falsehoods (Effron, 2018). Our
results suggest, however, that to justify giving a moral pass to a
falsehood, people need not mentally undo its falsity in the past; they
need only imagine it might become true in future. In this way, mental
simulation in general—and not just counterfactual thinking in
particular—can facilitate moral flexibility.
Whereas previous research on counterfactual thinking demon-

strates that imagining how a falsehood could have been true makes
people judge the falsehood as less unethical to tell (Effron, 2018)
and be more likely to tell them (Shalvi et al., 2011), our studies are
the first to our knowledge to examine how imagination affects moral
judgments of falsehoods. Our findings suggest that mentally simu-
lating a falsehood makes people perceive the gist of the falsehood as
truer, which was associated with reduced perceptions of the false-
hood’s unethicality. More broadly, our findings suggest that people
judge falsehoods not only on their literal content, but also on what
they view to be the broader meaning communicated by the claim.
Our findings also have implications for understanding why

misinformation spreads. Current research on this question assumes
that people spread misinformation because they believe it, or fail to
think carefully about its accuracy (e.g., Bago et al., 2020; Lazer
et al., 2018; Newman et al., 2020; Scheufele & Krause, 2019). By
contrast, we argue that people sometimes spread misinformation
because they find it morally permissible. Indeed, Studies 4 and 5
found that when considering how a falsehood might become true

made a falsehood seem less unethical to tell, people expressed
stronger intentions to spread the falsehood on social media, partic-
ularly when the possibility that the falsehood might become true
fit with their political beliefs. In this way, our research contributes to
a growing body of work examining when and why individuals
excuse falsehoods despite knowing they are false (e.g., Effron,
2018; Effron & Raj, 2020; Levine & Schweitzer, 2014).

Finally, our work speaks to the growing political divide in the
United States. Some pundits suggest that American partisans suffer
from a “reality gap” (Neimand & Griffin, 2017). Indeed, research
reveals that Americans on opposite ends of the political spectrum
disagree about basic facts (Kteily et al., 2017). Our research high-
lights a different source of disagreement. Even when political
partisans in our studies agreed that a statement was not factual,
they disagreed about whether it was prefactual. That is, considering
how a falsehood might become true in the future provided a more
effective justification for excusing it when participants’ politics led
them to easily imagine that the falsehood might become true. As a
result, relevant prefactuals amplified partisan differences in con-
demning falsehoods (see Figures 2, 3, 6, and 9).

Limitations and Future Directions

Our research has several limitations that provide opportunities for
future research. First, future research is needed to explore the
generalizability of our findings to a broader range of samples and
falsehoods. Our results generalize to multinational MBA students
from 59 different countries, residents of a major U.K. city, and
Americans from both sides of the political spectrum on two online
sampling serves (MTurk and Prolific Academic); however, future
research should examine these effects in broader participant sam-
ples. Moreover, our findings generalize to falsehoods in the contexts
of consumer products, work experiences, and political issues;
however, future research should examine whether our observed
effects are limited to falsehoods with particular characteristics. For
example, prefactual thinking may not reduce condemnation of
falsehoods that have immediate and severe negative consequences
or falsehoods that people fail to believe might become true. If people
find it inconceivable that a falsehood might become true, then trying
and failing to imagine it may make the falsehood seem more, rather
than less, unethical (for reversal effects in imagination, see Sherman
et al., 1985).

Second, future research should examine how our findings
extend beyond moral judgments and behavioral intentions in exper-
imental settings to real behaviors of promoting falsehoods online.
We find evidence in two studies that imagining how a falsehood
might become true increases people’s intentions to share the false-
hoods online (Study 4 and 5), and recent research has shown that
these measures of behavioral intentions to share content online are
positively associated with actual sharing of content on Twitter
(Mosleh et al., 2020). Moreover, in a supplemental study, we
find that imagining how a falsehood might become true also leads
to greater intentions to promote the falsehood on the popular
discussion website, Reddit (see Study S1 in online Supplemental
Material). However, we did not find evidence that prefactual
thinking led participants to promote the falsehood to other research
participants by “liking” it (Study 6). One possibility is that our lab-
based measure was not sensitive enough to capture “liking” behav-
ior. Another possibility is that lab-based behavioral measures of
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promoting content to other participants differ significantly from real-
world social media behavior in which people promote content to a
curated audience of likeminded individuals (Bakshy et al., 2015).
Future research might examine whether prefactual thinking in-
creases sharing of falsehoods on social media sites such as Twitter
and Facebook.
Third, future research should investigate additional processes by

which prefactual thinking can make falsehoods seem less unethical.
Our results were consistent with the proposed gist truthfulness
mechanism, but do not preclude the possibility that other, unmea-
suredmediators may operate as well (Rucker et al., 2011; Zhao et al.,
2010).10 One possibility is that relevant prefactuals can make a
falsehood seem justified by increasing people’s confidence that it
will indeed become true in the future, even without making its gist
seem truer in the present.
Fourth, we studied the causal effects of prefactual thinking by

randomly assigning some participants to consider how a falsehood
might become true. Future research should examine when and how
people spontaneously generate these prefactual thoughts. Our
research was inspired by real cases in which leaders encouraged
others to imagine how their falsehoods might become true in the
future. For example, when Donald Trump was criticized for falsely
claiming that COVID-19 cases were on a downward trend in March,
2020, Trump encouraged supporters to imagine how his falsehood
might become true in the future—“I’ll be right eventually. [COVID-
19 is] going to disappear.” (Fox News, 2020)—and his press
secretary did the same—“No one is lying to the American people.
One day, COVID will go away.” (McEnany, 2020). Similarly,
entrepreneurs in Silicon Valley use lofty dreams of what a product
might do in the future to justify deceiving investors about the truth of
the product’s current capabilities (Carreyrou, 2018). These exam-
ples highlight another important avenue for future research.
Whereas we examined how prefactual thinking affected partici-
pants’ judgments of the unethicality of others’ falsehoods, future
research might examine how prefactuals affect people’s willingness
to tell falsehoods themselves. For example, entrepreneurs may be
more willing to lie about their product’s capabilities and job
applicants may be more willing to lie about their professional skills
when they can imagine that those lies might become true in the
future.
Fifth, our results reveal that the more truthful people found a

falsehood’s gist, the less unethical they thought it was to tell, despite
recognizing the falsehood as literally untrue. Future research should
examine the causal relationship between perceptions of gist truth-
fulness and moral judgments of falsehoods, and explore what other
factors besides prefactual thinking can make a statement that is
literally false seem true in gist.
Finally, future research should examine how to mitigate the effect

of prefactuals on excusing falsehoods. Excusing and propagating
falsehoods has dangerous consequences. In the case of Theranos,
employees excusing Holmes’ lies could have threatened the lives of
patients: “people would have died from missed diagnoses or wrong
medical treatments” (Carreyrou, 2018, p. 708). Similarly, Trump’s
false claims about COVID-19 spread misinformation that may have
hindered public responses to reduce the spread of the virus. In a
supplementary study (see Study S1 in online Supplemental Mate-
rial), we tested whether encouraging people to think carefully and
deliberatively could attenuate the effect of prefactual thinking on
excusing falsehoods, but found that this effect persisted irrespective

of whether participants thought intuitively or deliberatively. Alter-
natively, prompting people to focus on the literal and precise truth of
a statement may reduce the effect of prefactual thinking. For
instance, in Study 6, participants rated the verbatim truth of the
falsehood prior to rating its unethicality, and the estimate of the
effect size of prefactual thinking on moral condemnation of false-
hoods was smaller in this study than in each of our previous studies.
Thus, future research should examine whether prompting people to
focus on the literal and precise truth of statements reduces the effects
of prefactual thinking.

Conclusion

In business and in politics, people seem to frequently get away
with telling falsehoods, even when their lies are discovered. Pundits
blame this apparent trend on society’s loosening grip on reality (e.g.,
The Economist, 2016). Yet, when people let others off the hook for
dishonesty, the reason may not only be that our society is posttruth;
it may also be that people’s focus is prefactual.

10 We find mixed evidence for a direct effect of the prefactual condition on
judgments of unethicality, when controlling for perceptions of gist truthful-
ness: b=−2.07, 95% CI [−4.76, 0.63] (Study 2), b=−4.37, 95% CI [−6.88,
−1.87] (Study 5), and b = −0.63, 95% CI [−2.93, 1.68] (Study 6).
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Appendix A

Stimuli in Study 1

Fact Prefactual Falsehood

Listerine antiseptic is NOT as effective as floss
at reducing gingivitis

If Listerine completes its product development
plans, then Listerine antiseptic will become
as effective as floss at reducing gingivitis

Listerine antiseptic is clinically proven to be as
effective as floss at reducing gingivitis

Danactive dairy drinks do NOT reduce the risk
of catching the common cold

If Danone develops the probiotics in its dairy
products, then Danactive dairy drinks will be
able to reduce the risk of catching the
common cold

Danactive dairy drinks reduce the risk of
catching the common cold

Photos sent via Snapchat do NOT disappear
forever

If Snapchat develops its software, then they will
ensure that photos sent via Snapchat
disappear forever

Photos sent via Snapchat disappear forever

Gerber’s good start formula does NOT prevent
allergies in children

If Gerber develops its good starter formula, then
it will prevent allergies in children

Gerber’s good starter formula prevents allergies
in children

Crystal wash, an environmentally friendly
laundry detergent substitute, is NOT as
effective as laundry detergent for cleaning
clothes

If Crystal wash develops more environmentally
friendly bacteria killers, then it will be just as
effective as laundry detergent

Crystal wash is just as effective in cleaning
clothes as laundry detergent

Luminosity games do NOT enhance users’
performance at school

If Lumos Labs works with scientists on their
product development, then Luminosity will
enhance users’ performance at school

Luminosity games enhance users’ performance
at school

Taking Airborne dietary supplements does
NOT boost your immune system

If Airborne dietary supplements incorporate
additional vitamins into their formula, then it
will be able to boost the immune system

Taking Airborne dietary supplements boosts
your immune system

Volkswagen 3.0 L TDI diesel cars do NOT
meet emission standards

If Volkswagen works with its engineers to
create more fuel efficient engines, then its 3.0
L TDI diesel cars will meet emission
standards

Volkswagen 3.0 L TDI diesel cars meet all
emission standards
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Appendix B

Stimuli in Studies 3, 4, and 5

Study Fact
Relevant prefactual
(Studies 3 and 4)

Irrelevant prefactual
(Study 4)

Relevant prefactual
(Study 5)

Irrelevant prediction
(Study 5) Falsehood

Political
fit

3, 4, 5 It’s a proven fact that
there have been
just four
documented cases
of people voting
illegally in the
2016 presidential
election

If the United States
does not tighten its
border security,
then millions of
people will vote
illegally in the
upcoming
presidential
election

If the United States
does not tighten its
border security,
then millions of
Americans will be
out of a job before
the next
presidential
election

Millions of people
will vote illegally
in the upcoming
presidential
election, if : : :

The new United
States–Mexico–
Canada Agreement
(USMCA), which
gives the U.S.
greater access to
Canadian dairy and
allows extra
imports of
Canadian cars will
lead to : : :

Millions of people
voted illegally in
the last presidential
election

Rep

3, 4, 5 It’s a proven fact that
the United States’
trade deficit with
China was $336
billion last year

If Democrats block
the imposition of
tariffs on Chinese
goods, then the
U.S. trade deficit
with China will
grow to $500
billion next year

If Democrats block
the imposition of
tariffs on Chinese
goods, then the
U.S. will have
more difficulty
negotiating with
China about North
Korea next year

The U.S. trade deficit
with China will
grow to $500
billion next year, if
: : :

The Jobs for Our
Heroes Act, which
makes it easier for
veterans to apply
for commercial
driver’s licenses
will lead to : : :

Last year, the trade
deficit with China
was $500 billion

Rep

3 It’s a proven fact that
heart disease is the
leading cause of
death for black
Americans

If the Trump
administration’s
proposed ban on
abortion after 20
weeks of
pregnancy is not
passed, then
abortion will
become the leading
cause of death for
black Americans

Abortion is the
leading cause of
death for black
Americans

Rep

4, 5 It’s a proven fact that
the company U.S.
Steel is NOT
currently building
any new steel mills

If the Trump
administration
imposes its steel
tariffs on more
foreign countries,
then U.S. Steel will
open six new steel
mills

If the Trump
administration
imposes its steel
tariffs on more
foreign countries,
then other
countries will
remove the United
States from the
United Nations
Economic and
Social Council

U.S. Steel will build
six new steel mills,
if : : :

Current tax cuts to the
top 20% of earners
in the U.S. will
lead to : : :

The company U.S.
Steel is currently
building six new
steel mills

Rep

3, 4, 5 It’s a proven fact that
in 2017, the
average top CEO
made 265 times
more money than
the average
American worker

If the Trump
administration
keeps making
procorporate
decisions, then the
average top CEO
will soon make 500
timesmore than the
average worker

If the Trump
administration
keeps making
procorporate
decisions, then the
number of small
businesses in the
United States will
decrease

The average top CEO
will soonmake 500
times more money
than the average
American worker,
if : : :

Current U.S.
economic
sanctions on North
Korea will lead to
: : :

The average top CEO
currently makes
500 times more
money than the
average American
worker

Dem

3, 4, 5 It’s a proven fact that
13% of legal gun
owners in the U.S.
have purchased
firearms without a
background check

If the Trump
administration
continues to
support progun
policies, then over
25% of legal gun
purchases in the
U.S. will be made
without
background checks

If the Trump
administration
continues to
support progun
policies, then more
Americans will
begin to purchase
guns

Over 25% of legal
gun owners in the
U.S. will purchase
firearms without a
background check,
if : : :

The new Consumer
Protection Act that
allows consumers
to freeze and
unfreeze their
credit file on short
notice will lead to
: : :

Over 25% of legal
gun purchases in
the U.S. are
currently made
without
background checks

Dem

(Appendices continue)
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Appendix B (continued)

Study Fact
Relevant prefactual
(Studies 3 and 4)

Irrelevant prefactual
(Study 4)

Relevant prefactual
(Study 5)

Irrelevant prediction
(Study 5) Falsehood

Political
fit

3 It’s a proven fact that
the number of HIV
cases related to
heroin use declined
between 2010 and
2015

If Donald Trump
continues to cut
funding from the
Substance Abuse
and Mental Health
Services
Administration,
then heroin-related
HIV rates will rise

Heroin-related HIV
rates rose between
2010 and 2015

Dem

4, 5 It’s a proven fact that
white Americans
are 10% more
likely to be
approved for
mortgages than
black or Hispanic
Americans with the
same qualifications

If Republicans
abandon U.S.
affirmative action
policies, then white
Americans will be
300% more likely
to be approved for
mortgages than
black or Hispanic
applicants with the
same credentials

If Republicans
abandon U.S.
affirmative action
policies, then the
percentage of
American college
students who are
black will fall
below 10%

White Americans will
be 300% more
likely to be
approved for
mortgages than
black or Hispanic
applicants with the
same credentials, if
: : :

The legalization of
marijuana in
California will lead
to : : :

White Americans are
300% more likely
to be approved for
mortgages than
black or Hispanic
applicants with the
same credentials

Dem

Appendix C

Stimuli in Study 6

Fact Relevant prefactual Irrelevant prefactual Falsehood Gist
Political

fit

On average, LESS than 500
people die from gun
violence each day in the
United States

If Republicans loosen gun
protection laws, then
every day 500 people
might die from gun
violence

If Republicans loosen gun
protection laws, then the
NRA might throw a
celebration at its annual
convention

Every day 500 people die
from gun violence in the
United States

Many lives are lost to gun
violence in the United
States

Dem

The leading cause of death
for young Black men and
women in the U.S. is heart
disease, NOT law
enforcement violence

If there isn’t major police
reform, then law
enforcement violence
might become the leading
cause of death for young
Black men and women in
the U.S.

If there isn’t major police
reform, then police force
recruitment might
increase

Law enforcement violence
is the leading cause of
death for young Black
men and women in the
U.S.

Law enforcement harms
young Black people in
America

Dem

There is evidence that
people of lower
socioeconomic class are
more likely to abuse
drugs than other
socioeconomic groups

If poor people become
properly supported by
public policies, then poor
people might not abuse
drugs any more
frequently than any other
socioeconomic groups

If poor people are properly
supported by public
policies, then
incarceration might
decrease

Poor people do not abuse
drugs any more
frequently than other
socioeconomic groups

Poor people aren’t inclined
to be drug addicts

Dem

There are large racial gaps in
vaccination rates across
the entire population,
including those 65 and
above

If the government prioritizes
vaccine equality amongst
seniors, then there might
be no difference between
White, Black, Hispanic,
and Asian American
vaccine rates among
Americans 65 and older

If the government prioritizes
vaccine equality amongst
seniors, then many
COVID-19 deaths might
be prevented

There is no difference
between White, Black,
Hispanic, and Asian
American vaccine rates
among Americans 65 and
older

The Biden Administration is
achieving vaccination
equality

Dem

There has been no change in
human trafficking at the
Mexico Border in the
time since Biden became
president

If the Biden administration
defunds homeland
security, then human
trafficking at the Mexico
border might quadruple in
the time since Joe Biden
became President

If the Biden administration
defunds homeland
security, then extra funds
might be spent on public
infrastructure

Human trafficking at the
Mexico border has
quadrupled in the time
since Joe Biden became
president

The Biden administration
enables illegal activity at
the U.S.-Mexico border

Rep
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Appendix C (continued)

Fact Relevant prefactual Irrelevant prefactual Falsehood Gist
Political

fit

Joe Biden has NOT halted
all deportations

If liberals pressure Joe
Biden, then Biden might
halt all deportations

If liberals pressure Joe
Biden, then Biden might
repay all students loans

Joe Biden has halted all
deportations

Joe Biden is lenient on
illegal immigrants

Rep

The Potomac River has
gotten CLEANER over
the years

If problems with
immigration aren’t
resolved, then the
Potomac River in
Washington, D.C., might
get dirtier from litter that
is exclusively left by
immigrants

If problems with
immigration aren’t
resolved, then we might
see more fighting
between politicians

The Potomac River in
Washington, D.C., has
gotten dirtier from litter
that is exclusively left by
immigrants

Immigrants are polluting
American land

Rep

None of the $600 million
COVID relief package
given to San Francisco is
being used to give alcohol
and marijuana to the
homeless

If California liberals decide
how the COVID
economic relief package
is spent, then part of it the
$600 million COVID
relief package given to
San Francisco will be
used to give alcohol and
marijuana to the homeless

If California liberals decide
how the COVID
economic relief package
is spent, then small
business owners in
California might receive a
lot of support

Part of the $600 million
COVID relief package
given to San Francisco is
being used to give alcohol
and marijuana to the
homeless

The government is weak on
drugs

Rep

Note. COVID-19 = coronavirus disease.
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